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1

In February 2021, social media giant Facebook entered into a settlement 

agreement in a class action lawsuit brought by over 1.5 million of its users for 

infringements of an Illinois state law prohibiting the use of photo tags and 

other biometric data without the permission of those users.1 The case was 

settled for $650 million to be distributed among any Facebook members who 

chose to participate in compensation, potentially providing at least $345 to 

each affected user. The law in question is the Illinois Biometric Information 

Privacy Act, which requires companies to get permission before harvesting 

and using people’s biometric data, including digital “faceprints” and finger-

prints. Facebook has routinely used facial recognition technology to find 

“friends” of its users for targeted advertising and other purposes. Since the 

litigation started in 2015, it has modified its practices on photo tagging.

This case is one of the more high-profile examples of increasing concerns 

by consumers about digital privacy in recent years. Amid the global COVID-

19 pandemic, allegations of election interference, racial injustices, and iden-

tity theft, personal privacy concerns have bubbled to the forefront of the 

public imagination. Congress seems to be taking seriously the need for a 

comprehensive national privacy law for the first time since the dawn of the 

digital age. However, enacting, implementing, and enforcing such a law is 

fraught with technological and political challenges. This book attempts to 

explain these challenges, the genesis of privacy worries in the digital age, 

and the situations in our daily lives that most threaten our personal privacy.

The aim is not to be alarmist, but simply to explain, in user-friendly 

terms, when governments, businesses, and others may be harvesting your 

personal information, how they use it, and what you can do to monitor and 
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protect your personal data. Each chapter relates to a different aspect of our 

lives where privacy concerns may arise: privacy at home, privacy at work, 

privacy on social media, privacy and the government, privacy at school, and 

so on. And each chapter concludes with some tips and tricks for monitoring 

and protecting your privacy in the relevant context. Throughout the text, 

particularly important and/or unfamiliar terms will be in bold at first use.

First, let’s take a brief look at the background to some of the central con-

cepts. What is personal data privacy and why does it matter? Let’s start with 

a familiar scenario.

Have you ever gone to a store and admired, say, a designer pair of shoes 

that you think your best friend might like? You snap a photo on your smart-

phone and text it to her. When you get home, you turn on your computer and 

check Facebook, where an ad pops up for other items by the same designer. 

Facebook suggests you might want to connect with the friend you texted. 

When you curl up in bed, you log in to your favorite streaming service, which 

suggests you might like to watch a new documentary about the designer.

While this scenario seems pretty mild, and maybe quite useful (you may 

want to watch that documentary, after all, or share it with your friend), does 

it bother you that your online service providers seem to know so much about 

you—your hobbies, your favorite books and TV shows, your location, your 

friends and family, your professional connections?

What if the information is inaccurate?

What if it is embarrassing?

What if it could expose you, or your family, to harm?

You may remember the 2012 news report about a distraught man storm-

ing into a Target store to complain that his teen daughter had received per-

sonally addressed coupons for baby clothes and cribs. He accused the store 

manager of encouraging teen girls to get pregnant. He called back later to 

apologize for the outburst, admitting that there had been some activities in 

his house that he was not aware of. His daughter was indeed pregnant, and 

Target’s directed marketing had outed her.2

Personal data is useful for more than just targeted marketing. Informa-

tion about you can affect employment decisions, political decisions,  

and healthcare. Think about situations like the allegations of Russia hacking 

the 2016 presidential election, the Equifax data breach in 2017, or the  
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government’s use of data from home DNA tests to identify criminal suspects. 

All these activities rely on technology that collects and aggregates personal 

information.

Election hackers can target messages to voters likely to support a par-

ticular candidate, but who might not otherwise bother to vote, in order to 

galvanize them into action. To do so, the hacker must have access to infor-

mation about how those people were likely to vote in the first place. The 

Equifax data breach implicated massive quantities of personal information 

that could be used for crimes like identity theft: using someone’s credentials 

to engage in credit card fraud, tax fraud, or health fraud. The police can, and 

have, used aggregated databases of home-DNA-test results to identify crim-

inal suspects, often without a warrant, which raises significant due process 

concerns.3 And then there’s the increased use of facial recognition technol-

ogy (or FRT), which is discussed in some detail in chapter 11, and which 

formed the basis of the Facebook example at the beginning of this 

introduction.

These activities have one commonality: reliance on massive amounts of 

personal data that are now routinely collected and aggregated by govern-

ments and businesses around the world. Most of us are aware that some 

businesses, like Facebook, rely on aggregating personal data to support their 

entire business model, capitalizing on targeted advertising. We will talk 

more about how targeted marketing works in chapter 4.

Governments and businesses routinely harvest and use our personal 

information, sometimes harmfully and sometimes helpfully. Contact trac-

ing for those who may have been exposed to COVID-19 is an obvious exam-

ple where gathering and processing personal information may be immensely 

helpful to controlling the spread of the virus.

However, those of us concerned about how much data is gathered about 

us on a daily basis may feel confused and powerless against faceless database 

operators cataloguing the finer details of our lives. The law is not much com-

fort, especially in the United States, which has no comprehensive federal 

privacy-protection law. Congress continues to debate the need for such a 

law, particularly in the wake of the Mueller Report with its focus on manip-

ulation of data collected through social media, like Facebook, to influence 

election outcomes, hitting at the heart of our democracy.4 Some states, like 
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California, have moved forward in the absence of federal law to create their 

own comprehensive privacy laws, but these laws are limited to situations 

affecting residents of the state in question.

By contrast, most European countries have historically protected privacy 

as a basic human right. The European Convention on Human Rights (ECHR), 

a treaty in force throughout Europe—or at least in those countries that signed 

it—accepts privacy as a fundamental human right that is to be protected in all 

walks of life, with respect to all types of information, including but not  

limited to social, political, health, and financial. European Union member 

countries have also traditionally taken a strong stance on the protection of 

personal privacy, initially under the 1995 Data Protection Directive, and more 

recently under the General Data Protection Regulation (GDPR), which came 

into force in May 2018. We will consider the GDPR in some detail in chapter 8.

This book focuses on the American position on individual privacy, with 

some reference to other countries where comparisons are useful to aid our 

understanding of what is, or isn’t, possible in terms of privacy protection, as 

well as in regard to privacy issues that may arise across national borders. An 

obvious example is international travel: if one country’s law prohibits air-

lines from collecting certain data about passengers (like race, religion, polit-

ical affiliation, or health information) and another country’s law requires it, 

how can that be resolved as a legal or practical matter?

Further, this book focuses on the individual level—what you can do to 

help monitor and protect your privacy. The idea is to empower readers to 

understand their rights and responsibilities in relation to protecting their per-

sonal information—and that of others—and to emphasize that sometimes you 

have more control than you might expect. Before we get into the meat of the 

discussion, we should also consider why, historically, privacy has been such a 

difficult issue for American lawmakers to embrace. Obviously, a big part of the 

explanation has to do with political priorities, but our history is very different 

from that of the European Union, both constitutionally and politically.

p r i v a c y  p r o t e c t i o n :  t h e  l e g a l  b a c k g r o u n d
Unlike the situation in many other countries, the U.S. Constitution does  

not include any clear right to privacy. Additionally, our powerful  

First Amendment protections of free speech—that is, speech free from  
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government interference—have been regarded as limiting laws that restrict 

what we can say about each other. Many other countries protect both speech 

and privacy as basic constitutional rights, so the courts and lawmakers in 

those countries are constitutionally required to balance the two. However, 

in the United States we have typically prioritized speech over privacy—

because of the lack of a clear privacy right in our Constitution. This means 

that there is less protection here against the collection and use of personal 

information than in other countries.

In the absence of a clear constitutional right to privacy, lawmakers in the 

United States have developed the concept in a piecemeal way. The first major 

recognition of a general American need for a law on privacy dates back to the 

late nineteenth century, with the publication of a foundational law-review 

article by Samuel Warren and Louis Brandeis that attempted to define the 

concept.5 Warren and Brandeis famously described privacy as “the right to 

be let alone.”

That definition seems simplistic now. But it’s interesting that in the 

many, many, many years since that article was published, American law has 

never really come to grips with what privacy means, which is one of the rea-

sons we struggle so much to protect our privacy in the digital age. It was not 

until the 1950s and 1960s that there were any other serious attempts to cre-

ate legal privacy rights, and those came in the form of disharmonized state 

privacy torts.

Torts are laws that impose obligations on members of society not to harm 

others. They include negligence, trespass, and defamation. We will look at 

the privacy torts in more detail in chapter 2. In parallel to the tort law  

discussions are criminal laws developed to protect suspects against unrea-

sonable searches and seizures, based on the due process provisions in the 

Constitution. These laws are the focus of much of chapter 11, including the 

extent to which due process protects our privacy in the face of mass govern-

ment surveillance initiatives.

In the latter part of the twentieth century, some federal laws came into 

play to protect privacy in specific contexts, including privacy in the work-

place, privacy in healthcare settings, and financial and consumer privacy. We 

will discuss those laws in later chapters. However, the history of American 

privacy law suggests a “reactive” approach: courts and Congress have taken 
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steps to address specific privacy problems when they arise, rather than tack-

ling privacy in a comprehensive way.

t e c h n o l o g y  a n d  p r i v a c y
While the law has struggled to keep pace with individual privacy, technol-

ogy has charged ahead. The ability of computer networks to collect, orga-

nize, disseminate, and aggregate all kinds of information, including a lot of 

personal information, has, in recent years, been referred to under the label 

Big Data. Bernard Marr, in his Beginner’s Guide to Big Data, points out that it is 

not just human interactions that enable the collection and collation of huge 

amounts of data about individuals; computers interact with each other, too. 

Marr puts it like this: “We generate data whenever we go online, when we 

carry our GPS-equipped smartphones, when we communicate with our 

friends through social media or chat applications, and when we shop. You 

could say we leave digital footprints with everything we do that involves a 

digital transaction, which is almost everything.”6 This explains the scenario 

described earlier—how our connected devices link information about a 

designer pair of shoes to other aspects of our lives.

Marr continues by noting that part of the data-aggregation equation 

involves our devices generating their own collections of data and analyzing 

the data automatically—based on their original programming, of course:

On top of this, the amount of machine-generated data is rapidly growing too. 

Data is generated and shared when our “smart” home devices communicate 

with each other or with their home servers. Industrial machinery in plants 

and factories around the world is increasingly equipped with sensors that 

gather and transmit data. Soon, self-driving cars will take to the streets, 

beaming a real-time, four-dimensional maps [sic] of their surroundings 

back home from wherever they go.7

Sounds like science fiction, doesn’t it? But the future is happening now. Self-

driving cars are already in use in many cities, including Pittsburgh, where 

Lyft and Uber self-driving vehicles collect data about where customers are 

going and when. Big Brother really is watching us now, although it is not 

only one Big Brother (the government), but many, including companies, 

research labs, and nonprofit entities. Without necessarily realizing it, we 

often consent to data uses when we click “I agree” to access online services. 
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We are agreeing to contracts that include terms about what is done with our 

personal information. The fact that we don’t read the terms doesn’t mean 

they are not legally enforceable.

Big Data comprises more than names, addresses, email addresses, and 

telephone numbers. Today, Big Data—and the personal information from 

which it is aggregated—includes photographs, video, and location and voice 

data. It is also important to appreciate that Big Data, in and of itself, is nei-

ther good nor bad. Like most advances in technology, it has socially benefi-

cial as well as potentially harmful uses, depending on who is using it and for 

what purposes. Remember that COVID-19 example? Knowing who has been 

exposed to the virus and being able to trace clusters and outbreaks is an 

essential part of addressing national and global health concerns.

The concept of Big Data is based on the idea that not only can an entity 

aggregate a lot of information, but that information can be used to predict 

social behaviors and gain new understandings of those behaviors. The more 

data you have, the more you can identify patterns of behavior and make  

predictions about the future. This could be as simple as figuring out which 

customers might be predisposed to buy which products, to enable more 

cost-effective marketing; or it could be as complex as ascertaining data 

about the universe to help NASA, and private companies like SpaceX, plan 

future space exploration missions.

As Marr points out, Big Data can serve many socially useful purposes, 

including research and development—for example, to help cure diseases like 

cancer by using demographic patient and genetic data; to prevent crime by 

analyzing patterns of where and when crimes are more likely to occur and 

deploying more resources to those areas; and to feed the hungry by aggregat-

ing agricultural data about crop yields at particular times in specific places.8

Of course, on the flip side, Big Data may impinge on an individual’s pri-

vacy and the security of personal information, or manipulated to justify 

undesirable practices like racial or gender discrimination or election hack-

ing. The harms to an individual from misuse of, or insecurity over, personal 

data can range from a general sense of unease—who knows what about me?—

to actual harm like identity theft or damage to one’s credit score.

Many real-world harms could be prevented by prohibiting the manipula-

tion of so much personal data. For example, a lot of health, housing, education, 
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and employment discrimination can be traced to the increased availability of 

applicants’ personal information on social networks. Cyberstalking and 

cyberharassment—which statistically tend to target those groups who have 

less power (e.g., women, children, people of color, members of the LGBTQIA+ 

community)—have also led to tangible physical and emotional harms, includ-

ing tragic events like suicides. We will discuss some of these real-world trag-

edies in chapters 4 and 6.

Researchers have suggested that when negative consequences occur 

because of undesirable uses of personal information, the best approach is for 

lawmakers to address the resulting harms (e.g., discrimination, physical 

attacks, or emotional abuse) rather than regulating the information itself.9 In 

BIG DATA, MACHINE LEARNING, AND ARTIFICIAL INTELLIGENCE

Artificial intelligence (AI) and machine learning are often mentioned in 

conjunction with Big Data. This is because Big Data relies on self-learning 

computer programs (AIs) that can analyze data more efficiently, and at 

much greater speeds, than human analysts can manage.

Machine learning happens when computers are programmed to rec-

ognize certain patterns and automatically improve upon those patterns 

through experience. Machine learning is the basis of AI. Recently, the term 

AI has become more of a marketing ploy, when most references to AI really 

indicate machine learning. For example, the self-driving cars being devel-

oped by Tesla and Ford collect vast amounts of video data. They are pro-

grammed to recognize things like people, road signs, bicycles, and other 

vehicles. They are also programmed to identify the patterns these objects 

make and what to do when there is an anomaly in the pattern. The volumi-

nous data points, when brought together, allow the program to make cal-

culated predictions and safely navigate a vehicle through traffic that, to a 

human eye, seems random. Other uses of machine leaning include predic-

tions about population growth, healthcare needs, environmental phe-

nomena, land use, and space exploration.
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other words, the focus should be on dealing with the resulting damage 

rather than regulating the source of information that led to the damage.

This is an interesting idea, although discrimination and other harms, 

short of physical violence, are often notoriously difficult to prove, particu-

larly in cases where those discriminating in areas like healthcare, employ-

ment, housing, and so on can shield the reasons for their decisions behind 

more reasonable-sounding explanations—for example, it wasn’t that the 

applicant was African American, she simply wasn’t the best-qualified per-

son for the job.

Also, a focus on only particular real-world harms doesn’t deal with the 

larger, underlying issue that makes many people uncomfortable: not know-

ing who holds what information about them—information that may even be 

inaccurate, and yet may impact their lives in tangible ways. Many dystopian 

novels and movies play on such fears. And those with this kind of power over 

information are not just in government. Today, we may be equally concerned 

about businesses that are collecting volumes of our personal information, 

and about what they may do with that information, for better or worse. 

George Orwell’s Big Brother has multiplied into a family of Big Brothers and 

Sisters monitoring our daily lives. Think about the runaway success, a few 

years ago, of Dave Eggers’s The Circle—a best-selling novel, adapted into a 

film starring Tom Hanks, in which a fictional company that resembles Face-

book encourages its employees and customers to share all their information 

all the time, regardless of the consequences.

Despite many deep-seated real-world and fictional concerns about 

unbridled uses of our personal information, a lot of researchers and writers 

have suggested that we should, in fact, all be more transparent about our 

personal information. As dramatized in The Circle, one suggestion is that if 

we could all know everything about one another, this would level the play-

ing field in many ways. The reasons for decisions on housing, employment, 

and other matters would be made clear and transparent. We would ulti-

mately lose our fears about privacy and secrecy, because no one would have 

any significant expectations of privacy at all, in a world of transparency 

enforced for everyone.10

A significant problem with this approach comes down to aggregation of 

data. There is simply too much data for any human to process effectively at a 
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IS BIG BROTHER TRACKING ME?

Radio frequency identification (RFID) is a technology that uses electromag-

netic fields to track digital tags attached to physical objects and devices. 

Unlike bar codes (those black and white codes affixed to products in the 

grocery store), RFID tags can be monitored at a distance. You do not need a 

digital reader in the proximity of the device to locate and “read” its infor-

mation. RFID microchips are implanted in livestock and pets to help find 

them if they are lost. They are implanted into digital devices, notably auto-

mobiles, to find them if they become stolen or lost, or simply to track them 

for work or other purposes. Theme parks even use RFID tags to track where 

you are sitting in a restaurant in order to deliver food you preordered.

In terms of personal privacy concerns, it is, of course, possible to 

implant an RFID tag under a person’s skin or in the clothes they wear or 

items they carry. Concerns with RFID have led to various agreements inter-

nationally about limiting uses of the technology in relation to tracking and 

release of personal information. RFID tags mainly track product informa-

tion. However, the collection of product information in relation to a par-

ticular person has the potential to create personal data profiles without the 

knowledge of the individual.

Similar concerns arise with respect to the cell site location information 

that is triangulated from cell towers, which enables cell phone service pro-

viders like AT&T, Verizon, and Sprint to locate a specific cell phone. In 2018, 

the Supreme Court held in essence that it was a violation of the Fourth 

Amendment’s constitutional guarantee against unreasonable searches 

and seizures for the government to search a suspect’s cell phone location 

records without a warrant, at least in the particular circumstances that 

arose in the case. This was a landmark decision that overturned previous 

law on governmental use of cell phone location records. We will look more 

at government intrusions into personal life in chapter 11.
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given time. Having access to voluminous amounts of data does not neces-

sarily help anyone make better decisions, at least not without machine 

learning as an aid. Additionally, most of us simply do not want everyone else 

in the world to have access to all information about us all the time. Our 

actions may be embarrassing or damning, or maybe we just want to be left 

alone. That is a big problem with Big Data: we never know who has access to 

what information about us, or how and when it might be used to harm, 

embarrass, or simply annoy us.

The bottom line is that digital technology enables more collection, 

aggregation, and use of personal information than ever before. Again, this is 

neither good nor bad, in and of itself—data can be used for both beneficial 

and harmful purposes. We may like the beneficial aspects of Big Data and 

fear the potential harms. On one hand, we may be uncomfortable with the 

thought of large amounts of our personal information being collected by 

entities outside our control. On the other hand, we may be okay with our 

information being collected if it is anonymized—although, with modern 

technology, it is frighteningly easy to de-anonymize data and identify the 

subject of specific information.

So how do we proceed from here?

Each chapter of this book will target a particular area of daily life, high-

lighting when and how personal information may be collected and used and 

making suggestions about how best to monitor and protect that informa-

tion. In our digital reality, it is simply not realistic to attempt to claw back 

absolute privacy rights to personal information. Privacy can never be an 

absolute right in any event. Even in countries that protect privacy as a con-

stitutional or human right, that right has to be balanced against rights and 

concerns like national security, public health, and free speech. We will look 

at where those balances play out currently in the United States, and how the 

situation in this country differs from that in other countries (and why).

Whether you choose to read from cover to cover or dip in and out of 

chapters that interest you, the pages that follow will offer some explana-

tions, and maybe even some comfort, about your data and how it is used, 

along with many useful tips and tricks. Chapter 1 sets the scene by explain-

ing, in simple terms, the issue of who (if anyone) “owns” our data and in 

what contexts. The answers are not as obvious as you might think!
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If you’ve bought a new car in the last decade or so, there’s a good chance it 

came equipped with an event data recorder, also known as a “black box.” 

These devices automatically record how the car is operating, its speed, and 

its location at any given time. Some cars also have cameras that record road 

and traffic conditions. These devices can be extremely useful in generating 

data about, say, road accidents: whether a driver was speeding, whether a 

car malfunctioned, and so on. They can also record driving habits and are 

often used to adjust insurance premiums to reward careful drivers.

Who owns the information these devices record? The driver? The insur-

ance company? The car manufacturer? What about the data our other devices 

generate?

And who owns my health information? It is information about me, but it 

is actually created and compiled by my healthcare providers, and then much 

of it is shared with my insurance company. Do we jointly share ownership of 

this information?

This chapter looks at who owns our information, and in what contexts. It 

also explains the important difference between the legal concept of ownership 

and the ways we think about ownership on a more informal or social basis. A 

lot of things we think of as belonging to us are actually not legally classified as 

property. For example, you do not technically “own” your website (if you have 

one) or the domain name used to access it. You may hold copyright in your 

c h a p t e r  o n e

Who Owns Our Data?

+	 Property and contract rights in personal data

+	 Survey of laws protecting compilations of data

+	 Data sharing between companies and other institutions

+	 Legal restrictions on corporate data sharing
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website design, and you have a contractual license to use your domain name, 

but that is not the same as owning those things as property in a legal sense. The 

issue of ownership is confusing because the way we use words like own and 

property colloquially is different from the way the law defines them.

Why does this difference matter? Because the law imposes rights and 

obligations with respect to the things we legally own. In particular, we can 

sell, license, or donate those things to others, and the transfer will have legal 

effect. In other words, we have a significant degree of legal control over our 

property. If I legally own my car, I can sell it or I can give it away, and then 

the person to whom I give or sell it will legally own it. On the other hand, if 

something is not my property in a legal sense, I may want to control it but 

there may not be a realistic way of doing so.

This is a big challenge with personal information. It may be about us, but 

it can be very difficult for us to control it in the way we might control, say, a 

computer, a car, or a house. I may feel proprietorial about my children, and I 

am definitely responsible for certain things they do, but I don’t legally “own” 

them. Things we feel like we should control are not necessarily things we 

legally do control.

To make everything more complex with respect to our personal infor-

mation, we may not be the only people who want to claim ownership of data 

about us. The companies that collect, organize, and use information about us 

may likewise want to claim ownership because they took the time and trou-

ble to collect and compile all that information. They invested in its collection 

and so they should reap the rewards, or so the argument goes.

Of course, what is of value to them is the collection, not each individual 

piece of data. Lawmakers in many countries have, in fact, struggled about 

whether, how, and on what basis property rights might be created for those 

who compile commercially valuable databases. The European Union created 

a special regulation in 1996 to grant property rights to those who collate 

large compilations of digital and other data. We will come back to this law 

later in the chapter.

d o  y o u  o w n  y o u r  p e r s o n a l  i n f o r m at i o n ?
Questions about owning our own personal information are, at least legally 

speaking, quite similar to questions about whether we own parts of our own 
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bodies. This is because our personal information—like our DNA, blood, and 

cells—is, in a sense, part of us, but it is not created by us. Legal ownership 

tends to attach to things people make or create. This includes physical prop-

erty like computers, furniture, cars, and houses, as well as intellectual prop-

erty like copyrights, patents, and trademarks (inventions of the human 

mind, broadly speaking). We can own land, of course, but that is generally 

because someone, at some point in history, consciously laid claim to the 

land, and often because that person developed the land. Legal property typ-

ically requires some actual, conscious human effort to create.

Things that organically, or automatically, come from us—like body parts 

and information about us—tend not to meet the bar required for legal prop-

erty. This is quite an oversimplification of the idea of property, but for  

present purposes, let’s take a look at ways in which the law has considered 

ownership of parts of the human body as an analogy to how the law regards 

our personal information.

In the landmark case of Moore v. Regents of the University of California in 

1990, a patient, John Moore, sued hospital researchers for failing to obtain 

his permission to cultivate cell lines from cancer cells they extracted from 

his body. Moore claimed that he owned his cell lines (i.e., they were his 

property because they came from his body) and that the researchers had 

thus stolen or misappropriated his property when they took, and used, his 

cells for research purposes without his permission. The court disagreed. The 

upshot was that patients do not own the cells, blood, or other tissue samples 

that are extracted from them. This case does not stand alone—many subse-

quent courts have said the same thing.

Courts have held that physicians and medical researchers may have obli-

gations to disclose any financial or other interests they have as a result of 

patient treatments, and should obtain consent from patients for further uses 

of biological material, but this is not a property issue. It is a contractual  

consent issue, for the most part. Lawmakers and legal scholars have made 

similar points about personal information: consent is often required to use 

particular kinds of sensitive information (health, financial, etc.), but  

not because the information is property. We will look at laws on health 

information in chapter 9, and credit and other financial information in 

chapter 10.
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Why does it matter whether body parts or personal information are prop-

erty if consent is already required to use them? Largely because consent is 

required only in certain contexts, like sharing sensitive financial informa-

tion with other financial service providers. Property rights apply in all cir-

cumstances and give a more complete sense of control. In simple terms, laws 

that protect property rights against theft and other kinds of misappropria-

tion or misuse are stronger and broader than those that simply require con-

sent for particular uses.

c a n  a  c o m p a n y  o w n  y o u r  i n f o r m at i o n ?
Regardless of whether we can own information about ourselves (and the 

consensus at the moment is that we cannot), the companies, hospitals, 

researchers, financial institutions, and others that collect our information 

often claim that they own our information. Is that true? How can they own 

information about us when we do not own the information ourselves?

THE IMMORTAL LIFE OF HENRIETTA LACKS

One of the more high-profile and significant unauthorized uses of a per-

son’s biological material is the case of Henrietta Lacks, whose cells were 

taken and used, without her consent, to develop and propagate cell lines 

for cancer research, initially by Johns Hopkins Hospital in Baltimore, where 

Lacks died from the disease in 1951. The cell lines derived from Lacks’s cells 

now form the basis of many patents for cancer research. Lacks’s story  

was shared in Rebecca Skloot’s best-selling nonfiction book of 2010,  

The Immortal Life of Henrietta Lacks, later made by HBO into a TV movie 

starring Oprah Winfrey as Deborah Lacks, Henrietta’s daughter.

The book drew attention to the issue of unauthorized use of human 

biological material by medical researchers and focused public attention on 

the need for consent at the very least, and also for more precise rules 

about ownership of cell lines and other biological material. Some litigation 

has emerged involving the HeLa cell line, developed from Lacks’s cells, but 

no clear legal rules have yet emerged.
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To understand the difference between our claims to our own personal 

information and the claims of those who collect and collate it, we need to 

appreciate that companies like Target, Walmart, Facebook, and Amazon do 

not collect only one person’s information. They collect information from 

many people about a variety of things. The value to those companies, and to 

researchers, financial institutions, and other private entities—not to men-

tion the government—is having a lot of information about a lot of people. 

That way, they can make more informed decisions about resource allocation, 

marketing, research directions, and the like. When we talk about personal 

information in, say, Amazon’s hands, it is a different kind of information, or 

at least a different amount of information, than each of our own personal 

slices of Amazon’s big information pie.

Simply knowing a lot about one person is not all that useful to Amazon. 

What the company wants to know are things like how many people in which 

cities want to purchase which products. This helps with advertising, choos-

ing locations for warehouses, and shipping/delivery logistics. For another 

example, medical research facilities may use a significant amount of data 

about many patients so that they have a better sense of where to put their 

resources in terms of researching cures for diseases.

If we accept that there are good reasons why companies, researchers, 

and other entities want to develop large-scale databases about us, there is 

still the question of whether those databases should be their legal property. A 

common justification for property ownership in Anglo-American law is a 

concept often referred to as the Lockean labor theory of property. Although 

this sounds highbrow, it actually relates to an often misquoted, or oversim-

plified, version of ideas about government and society suggested by the 

famous seventeenth-century English philosopher and physician John Locke.

Locke suggested that legal property rights should, to a large extent, be 

derived from a person’s labor (work, effort, etc.). Back in the late seventeenth 

century, of course, he was talking about property in the sense of land own-

ership. He was not concerned about information or body parts. His idea, in a 

nutshell, was that if someone worked hard to cultivate land, the land and the 

results of his labor should belong to him (and it was typically a “him” in 

those days). If he cultivated an apple orchard, he should own the land and 

the apples grown on it.
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This view of property is logical given the era in which it was written. 

However, it does not cover everything about modern legal property rights. 

The theory does not explain why anyone should legally own intangible prop-

erty, like a database of customer spending habits. Laboring over a field  

of wheat is different than setting up a computer program that records cus-

tomers’ purchases automatically. Of course, you have to hire someone  

to develop the database, but arguably that is a different kind of labor than 

tilling a field.

LIMITATIONS ON THE EU DATABASE DIRECTIVE

One of the major cases in the European Union that limited the impact of the 

Database Directive was the case of British Horseracing Board v. William Hill 

in 2004. This was the first case where the court that interprets EU Direc-

tives and Regulations—known as the European Court of Justice (ECJ) at the 

time, now the Court of Justice of the European Union (CJEU)—held that a 

company wanting to claim a property right in a database had to have 

expended dedicated resources to developing the database outside its usual 

course of business.

The database in this case involved horseracing statistics compiled by 

the British Horseracing Board in the ordinary course of its business. When 

William Hill (a global sports betting organization) repurposed some of this 

data for its own commercial purposes, the Horseracing Board brought an 

action claiming unauthorized misappropriation and misuse of its database 

contents. The British court referred the matter to the ECJ for interpretation 

of the Directive to clarify which databases were covered as property. 

Because the ECJ interpreted the Directive narrowly, the British court was 

ultimately able to say that there was no infringement of the database pro-

tection law because the Board had not devoted specific resources to the 

development of the database, but rather compiled it in the ordinary course 

of its business, and therefore could not claim a property right in the 

database.
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In any event, for better or worse, companies all over the world have 

argued that they own, or at least should own, the voluminous databases of 

customer information they collect. In some countries, lawmakers have sup-

ported these claims by creating specific property rights. In the European 

Union, the Database Directive of 1996 creates a special property right in 

databases where a company has expended significant efforts in compiling 

the information. The Database Directive led to concerns in the United States 

that our lawmakers were not doing enough to protect databases as property 

in the hands of American businesses. Congress considered several sugges-

tions for new laws in the late 1990s and early 2000s to create this kind of 

property right, but none came into being.

It turns out that the combination of technology and existing laws—like 

trade secret law—in the United States sufficiently protects a company’s abil-

ity to gather and use consumer information without a legal “property” label 

attached to it. Subsequent reviews of the European Union’s law also sug-

gested that the Database Directive was not necessary there, either. Compa-

nies have not generally needed to rely on that law to protect their ability to 

collect, control, and use customer information. Additionally, courts have 

interpreted the Directive so narrowly that it is no longer of much practical 

use (see “Limitations on the EU Database Directive”).

c o n t r a c t i n g  a r o u n d  p e r s o n a l  
i n f o r m at i o n  o w n e r s h i p  a n d  u s e
While it is difficult for us to claim legal property in our personal information, 

and it can be equally difficult for companies, researchers, and others to 

claim a property right in compilations of our personal information, there are 

other ways for companies and researchers to exert control over our personal 

data. The cell-line and tissue sample cases we looked at earlier in the chapter 

introduced the important idea of individual consent to collection and use of 

biological matter. This applies equally to personal data. Obtaining consent is 

one of the easiest, most effective, and most ubiquitous ways for govern-

ments, businesses, and researchers to gain the authority to access, collect, 

and use our personal information.

Consent can be easily implemented through a contract, which may be in 

a physical (paper) form or digital. Usually, some benefit is exchanged in 
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return for the consent, so it is enforceable as part of a contract with a health-

care provider, business, or educational/research institution.1 You may 

scratch your head and think, “I don’t remember entering into any contracts 

to sell my private information to anyone else.” The reality is, we do it all the 

time. Every time we sign up for an online service like Amazon or iTunes or 

Netflix, we click on a button that says, “I agree.”

What we “agree” to in these contracts—whether we’ve read them or 

not—is the company’s terms of service—often referred to as TOS. If you have 

ever read a company’s terms of service, you have seen that most include 

terms about privacy: notably, what you are giving up by signing up for the 

service in question. You typically agree to hand over your personal informa-

tion for listed purposes in return for the service. We will look at some exam-

ples of these terms of service in more detail in chapter 4.

Under these contracts, you often agree to the terms of service being 

changed unilaterally (by the company) without any additional consent. 

Some laws in the United States, notably laws relating to financial institu-

tions, require customers to be notified of changes to these contractual terms. 

We will talk more about these laws in chapter 10. Generally, however, retail 

companies and social networks can ask you to agree to whatever terms they 

want, including terms that allow them to change the terms without your 

consent, and sometimes even without giving you particular notice.

By way of example, let’s look at the Google Privacy Policy. As of this 

writing, it allows Google to collect information about

	 +	 terms you search for,

	 +	 videos you watch,

	 +	 your views/interactions with online ads,

	 +	 voice/audio information when you use Google’s audio features,

	 +	 your purchasing activities,

	 +	 people you communicate with or share content with online,

	 +	 your activities on websites and apps (digital applications such 

as those on a smartphone) outside Google that use Google’s  

services, and

	 +	 your browsing history on Google’s Chrome browser.2
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CONTRACTS OF ADHESION

There is nothing legally wrong with contracts, like the “I agree” contracts, 

that do not give you any chance to negotiate terms. If you remember the 

days before the internet, think about the types of contracts you agreed to 

without negotiating the terms: home loans, car loans, mortgages, insur-

ance policies, and the like. When you enter a parking lot, you agree to the 

terms on the ticket. When you buy an airline ticket, there are tons of fine-

print terms you agree to and probably don’t bother reading.

If the law did not enforce these contracts—typically referred to as con-

tracts of adhesion (or adhesion contracts)—think about what the result 

would be. If companies could not dictate standard terms and had to nego-

tiate each term separately with each customer, those companies would go 

out of business. At the very least, they would pass on the significant costs 

of the bargaining and resulting additional insurance risks to their 

customers.

There are some circumstances in which preprinted contract terms are 

not enforced, notably if they are egregiously unfair or if they are presented 

in an unconscionable manner—for example, a significant term printed in 

especially tiny font and hidden in an unusual place in the contract. But 

generally, in the absence of unfair or fraudulent conduct, courts will 

enforce these contracts.

Additionally, Google may collect information about your location and 

travel that it can track from your personal digital devices, or obtain from 

publicly available sources like local newspaper articles about you, which it 

indexes as part of its search function.3

Google also explains—in somewhat vague terms—what it does with the 

information it collects, including testing and maintaining the quality of its 

products and services, providing targeted services to individuals, and devel-

oping new services.4 The policy notes that Google does not use sensitive 

personal information (including information about race, religion, sexual 

orientation, or health) to create targeted advertising. However, that does not 
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mean that Google will not collect this information or use it for purposes other 

than targeted advertising.

The uses that Google makes of this information may benefit or harm you. 

You may like some—such as targeted suggestions for movies you want to 

watch or games you want to play—but you may be wary of others, such as the 

collection of large-scale profiles about you that include your sensitive infor-

mation. It may be that the collection of this information, in and of itself, is 

enough to make you uneasy, or it may be that the fear of what might be done 

with the information is more scary, but the fact is that Google and many 

other corporations now have access to huge volumes of your personal infor-

mation. Often, they obtain permission to collect and use the information 

through “I agree” contracts, and often they simply monitor what you do 

online.

Google does a little of both. If you sign up for particular services, like 

Gmail, or open a YouTube account, you will contractually agree to Google’s 

specific privacy policies for its members. If you simply use Google’s free ser-

vices (like online searching using Google’s search engine or watching  

YouTube videos without an account), you have not contractually agreed to 

anything but Google may still track you on the basis of your IP address or 

other identifying information. Do you trust Google to do the “right” thing, 

whatever that means to you?

Could Congress do a better job of regulating what companies like Google, 

Amazon, and Facebook do with our personal information? They could, with 

sufficient political will and consensus. But there are certainly reasons why 

government action has been relatively slow. As April Falcon Doss notes in her 

2020 book on digital privacy, “Government regulators in the United States 

and abroad have vacillated between wanting to encourage corporate growth 

and innovation and wondering when to rein them in.”5

The Federal Trade Commission (FTC) has certainly played a role in regu-

lating these companies in the United States, in terms of both privacy and 

antitrust concerns. We will look more closely at their powers and actions in 

later chapters. Additionally, Robert Mueller’s Office of Special Counsel 

investigated Russian interference in the 2016 American presidential elec-

tion, with an emphasis on manipulations of social media including Face-

book, Instagram, and Twitter. We will look at the Cambridge Analytica 
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scandal in more detail in chapter 4. Federal and state legislators have contin-

ued to debate new, more comprehensive, privacy laws,6 with some states 

already having enacted versions of a comprehensive privacy law, like Cali-

fornia’s Consumer Privacy Act of 2018.7

European lawmakers have assertively regulated what corporations can 

do with information about European residents. We will look at the European 

position in more detail in chapter 8. In the United States, there has been 

more of a struggle to protect privacy, largely because Congress must balance 

a desire to protect personal privacy and data against the freedoms enshrined 

in the Constitution, including free speech under the First Amendment.

The price of convenience in the modern digital world is, sadly, often the 

loss of privacy. That does not mean we cannot be more aware of how our 

information is used in the digital world and what options are available to 

monitor or protect against some of the more problematic uses. Taking more 

control may simply mean reading and understanding privacy policies before 

using a company’s services, or comparing one internet browser’s privacy 

policies to another’s (e.g., Chrome vs. Firefox or Safari) before selecting an 

internet browser. Being informed is often half the battle.

o t h e r  l a w s  t h at  p r o t e c t  d ata b a s e s  
o f  p e r s o n a l  i n f o r m at i o n
Outside of contract law, there are some other laws that companies use to 

bolster their ability to control or use your personal data. The most obvious 

are trade secret law and copyright law. Trade secret law, as the name sug-

gests, protects valuable trade secrets in the hands of the companies that 

develop them. Copyright law, on the other hand, protects original works (as 

defined in the copyright act) that are reduced to a tangible medium such as 

paper records, electronic records, microfilm, or microfiche. Works typically 

means books, songs, music, movies, and the like. However, in the digital 

age, the definition has broadened to cover computer software—and digital 

databases, which are the products of software programs.

Trade secret law protects information—originally things like industrial 

processes and business methods—that companies develop in house and keep 

secret from others: the “secret sauce” that gives the business an edge. KFC’s 
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trade-secret-protected “eleven herbs and spices” is a good example of a 

famous trade secret, as is the Coca-Cola recipe.

Trade secret law also includes things like customer lists, supplier lists, 

and any other information kept secret by a business that may give the com-

pany a competitive edge. Customer databases are a form of customer list that 

have historically been protected by trade secret law, as long as reasonable 

measures are taken to keep them secure within the company—for example, 

using digital encryption so that no one can access the database without per-

mission (e.g., needing a password for access).

Courts and legal scholars have gone back and forth over whether a trade 

secret should be regarded as property in the legal sense.8 But even if trade 

secrets aren’t “property,” they can be protected as valuable corporate assets, 

and businesses can exercise significant control over them.

Copyright law is a less effective way for American companies to try to 

claim property rights in digital databases. American copyright law does pro-

tect copyrights in compilations to an extent, which might suggest that com-

panies can own digital databases, including databases that contain large 

volumes of personal data. However, in 1991 the U.S. Supreme Court rejected 

an aspect of copyright law historically known as the “sweat of the brow” 

doctrine. This doctrine had allowed copyrights in any compilation of infor-

mation that someone had expended resources collecting and compiling, like 

the position under the European Union’s Database Directive, and not unlike 

the Lockean labor theory mentioned earlier.

In Feist v. Rural Telephone Service in 1991, however, the Supreme Court said 

that copyright, constitutionally speaking, is about protecting original works 

of authorship: works that originate from the creator’s mind. A compilation 

that is the result of hard work, rather than original creativity, should not be 

protected by the law, according to Feist. The case itself was about a “white 

pages” telephone directory. Because there is no originality or creativity 

involved in compiling an alphabetical listing of telephone customers, Rural 

Telephone Service was unable to claim copyright in the directory. This 

meant that Feist could copy Rural’s directory entries without infringing 

copyright, and without having to pay a license fee.

Interestingly, courts have not necessarily felt the same way about “yel-

low pages” telephone directories, whether in print or digital formats. Yellow 
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pages are often protected by copyright because of the way they are organized 

and formatted. A degree of original thought goes into decisions about how to 

arrange the contents: what classifications and subclassifications to use, how 

to arrange entries within those classifications, and so on. According to the 

Supreme Court decision in Feist, the standard of originality required by 

American copyright law is not particularly high, but it is higher than simply 

“hard work.”

Fast-forwarding to the digital world, most of the value in large-scale 

customer databases is not in their originality, but rather in their comprehen-

siveness. They contain a lot of information that is very useful when gathered 

and analyzed. These databases are not arranged or organized in a particu-

larly creative way, but are keyed to categories of data (name, address, pur-

chasing history, etc.) that enable easy searching and repurposing of records. 

For these reasons, in the United States at least, copyright is not a good fit for 

digital databases.

Another problem with businesses relying on copyright law to protect the 

contents of customer databases is that, at a more basic level, copyright law 

aims to protect the expression of original works, not the ideas behind those 

works. This distinction is often referred to as the idea/expression dichotomy. 

Copyright law was never intended to grant property rights in ideas, data, 

and facts, because those things are the building blocks of human knowl-

edge. The point of copyright is to protect creative works made out of those 

building blocks, not to allow ownership of the building blocks themselves.

d ata  s h a r i n g  w i t h  t h i r d  p a r t i e s
Many businesses make money from selling our personal data to other com-

panies. That is how a lot of targeted marketing works. If, say, Amazon knows 

that I often purchase Star Wars memorabilia, it can sell this information to 

other companies that retail similar products. When we “agree” to those con-

tracts with online businesses, we are often consenting to the sale or sharing 

of our data with other companies that want to market their wares to us.

Even where we do not specifically give our consent, or where the com-

pany promises it will not share or sell our personal data, their use of the data 

may tip off other companies about, say, our spending habits or other ele-

ments of our personal information. For example, Amazon’s privacy policy 
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states that Amazon does not directly sell customer information to third  

parties that are not affiliated Amazon companies. But Amazon has many 

affiliates! The policy also notes that advertisers and other third parties who 

contract with Amazon to serve advertisements to users may themselves be 

able to figure out which users are interested in certain items because of the 

advertisements they click on.9 As a result, those third-party advertisers 

can effectively create a database of consumer spending profiles derived  

from Amazon’s customer base without Amazon technically sharing any 

PATENT L AW AND DIGITAL DATABASES

For anyone wondering why patent law is not particularly relevant to the 

question of companies exercising control over databases of personal infor-

mation, this is because, unlike copyright and trade secret law, the patent 

law requires a high degree of novelty and nonobviousness for the United 

States Patent and Trademark Office to grant a patent. Patents are usually 

granted for inventions, processes, and procedures that are new contribu-

tions to the state of play within a particular industry. The patenting process 

takes a lot of time and is typically much more expensive than registering a 

copyright or protecting a trade secret.

Like copyright law and trade secret law, patent law can, and does, pro-

tect digital developments. Computer software can be patented, as well as 

copyrighted and protected through trade secrecy. However, the standard 

for patent protection is much higher in terms of novelty than for copyright 

and trade secrets. Additionally, patent law requires a public disclosure of 

the original software innovation. Companies that can maintain the secrecy 

of their digital code in house may be more likely to rely on trade secret pro-

tection than to seek a patent. Patents last for only twenty years, whereas 

trade secrets can last indefinitely, provided they are kept secret.

Because the information in digital databases is not usually particularly 

novel or nonobvious, the databases themselves are not likely to qualify for 

patent protection. However, software innovations used to aggregate or 

analyze information in a database may be patentable.
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information with them. We will delve more into the details of how this 

works in chapter 4.

d o e s  t h e  g o v e r n m e n t  o w n  y o u r  i n f o r m at i o n ?
Prior to the rise of the digital age, most concerns about keeping our informa-

tion private were directed at the government. Historically, citizens of many 

countries have been suspicious of what the government does with personal 

data. Those concerns have never really gone away. They have simply been 

compounded by worries about what other entities are doing with our data. 

Many of us now feel like we are fighting a privacy war on two fronts: the his-

torical battle against the government, and the newer battle against others 

who collect our data for commercial and research purposes.

So far, this chapter has focused on the corporate side of data collection. A 

related question is whether the government can own information about us, 

and when or whether it matters. Given the uncertainty about information 

being property, it should not surprise anyone to know that the government 

probably cannot “own” our personal information in a legal sense any more 

than anyone else can. However, the government can, and certainly does, 

compile and use our information for all sorts of purposes, from the census to 

law enforcement and national security. The dispute in 2020 about including 

a citizenship question on the census is but one example of how serious 

American residents’ concerns are about shielding their sensitive personal 

information from the government.10

There are some laws that regulate what information the government can 

collect about us, and from whom it can be collected. For example, govern-

ments generally need a warrant to search our private premises, and they 

need a subpoena to extract information about us from, say, our bank. We 

will consider some of those laws in more detail in chapter 10. However, typi-

cally, if the government wants information about you, there will be a way for 

them to get it.

As noted in the introduction, and unlike the situation in many other 

countries, the United States does not have a constitutional right to privacy. 

Some privacy rights have been read into certain sections of the Constitution, 

notably those dealing with due process in the criminal context. We will take 

a closer look at those in chapter 11. Most readers, at least anyone addicted to 
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police procedurals, will be familiar with the distinction between legal and 

illegal searches and seizures. Constitutionally, we have reasonable expecta-

tions of privacy in our bodies, our homes, and, to a limited extent, in other 

private places like our offices and vehicles. This means that the police are 

limited, at least theoretically, in what kinds of searches they can make both 

with and without a warrant, but those limits are certainly tested by digital 

developments like facial recognition technology and cell site location infor-

mation from cell phone services. We look more at the impacts of those tech-

nologies on our constitutional expectations of privacy in chapter 11.

w h o  r e g u l at e s  p r i v a c y ?
Before turning to the specific chapters dealing with privacy in particular 

contexts (home, work, school, finance, health, etc.), it is worth briefly not-

ing the American regulatory matrix involving privacy. The American posi-

tion differs significantly from that in many other countries. Since the 1990s, 

and even earlier in some cases, a number of governments around the world 

have established dedicated privacy departments. All EU countries have Data 

Protection Offices: government departments designed to assist in the pro-

tection of consumer privacy and advocate to help consumers protect their 

privacy. Canada has the Office of the Privacy Commissioner of Canada. Aus-

tralia has the Office of the Australian Information Commissioner (previously 

the Office of the Australian Privacy Commissioner).

Unlike these countries, the United States has never had a central gov-

ernment agency dedicated to consumer privacy protection. This is one  

reason why privacy often falls between the cracks. The task of protecting 

individual privacy is spread out between various government agencies, all of 

whose primary responsibilities are over other things. In other words, the 

American agencies that protect individual privacy typically do so as a subset 

of their other work, rather than as their main focus.

The closest we have to a government department dedicated to individual 

privacy is the Federal Trade Commission (whose role is discussed in more 

detail in chapter 4). As its name suggests, its main function is to promote 

effective and fair competition, rather than to protect consumer privacy. The 

FTC has taken on the role of protecting privacy from a sideways angle. One 

of its regulatory powers is to investigate and prevent unfair trade practices. 
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Where companies have not lived up to their own privacy policies, the FTC 

takes the view that this amounts to an unfair trade practice and has investi-

gated, and sanctioned, many companies accordingly. Some of the compa-

nies that have been investigated by the FTC on privacy grounds are Target, 

ChoicePoint, Lenovo, Uber, and D-Link. In 2019, the FTC approved a historic 

$5 billion fine against Facebook for sharing personal information with third 

parties in the context of the 2016 presidential election. Another landmark 

fine was imposed on Google and YouTube in the same year, for failure to live 

up to their obligations under the Children’s Online Privacy Protection Act, 

which is discussed in more detail in chapter 5.

The FTC does not handle individual consumer complaints about privacy, 

although consumers can complain to the FTC, and these complaints often 

trigger FTC investigations. Consumers themselves can take their own legal 

actions against companies that breach privacy policies. However, this is an 

expensive route and is often not particularly successful. It can be difficult for 

customers to prove they suffered any clear financial harm as a result of a pri-

vacy breach. We will talk more about the problems of individual court action 

in chapter 2.

Outside the FTC, government regulation of privacy in the United States 

is much more piecemeal. At the federal level, some of the organizations that 

regulate financial institutions protect customer privacy to an extent. This 

typically happens under laws that regulate banks and other financial insti-

tutions more broadly. For example, the Gramm-Leach-Bliley Act, which 

streamlined the banking and financial services industry in 1999, includes 

provisions on permissible issues of a bank customer’s personally identifiable 

information (PII) in standard banking contexts.

The system largely relies on an “opt out” concept. Customers must have 

a reasonable opportunity to opt out of certain uses of their PII by a bank or 

financial institution. If they do opt out, however, they may not be able to 

avail themselves of the financial services they were seeking. These privacy 

protections—discussed in more detail in chapter 10—are weak at best. The 

regulators here include the Federal Reserve Board, the Federal Deposit 

Insurance Corporation (FDIC), and state financial regulators.

The Securities and Exchange Commission (SEC) and equivalent state 

regulators play a role in ensuring that companies trading on various stock 
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exchanges do not engage in unfair and deceptive practices—which, again, 

may involve questionable uses of private information. However, the privacy 

protections are secondary to the larger questions of regulating stock markets 

more generally.

The challenge for American residents is to understand how our patch-

work of laws works, what roles our array of regulators play in protecting pri-

vacy, and what specific strategies we might employ to monitor and control 

our information. Each of the following chapters tackles a particular privacy 

context (privacy at home, privacy at work, privacy at school, etc.), explains 

the privacy issues arising in that context, and details how current laws deal, 

or fail to deal, with those issues.

Additionally, each chapter provides simple suggestions for what you can 

do to help safeguard your own personal information in each context. Often, 

the choice comes down to a decision whether to trade a certain amount of 

privacy for the convenience of a particular service. If you want to be on Face-

book, you take a lot of privacy-related risks. If you choose not to participate 

on Facebook, you miss out on a lot of social discourse. Are the risks worth 

the benefits? More people than ever are shying away from Facebook and 

other social networks for those reasons. However, before you make those 

choices, you should understand the nature of the trade-off and whether 

there are any other options open to you to protect your privacy while taking 

advantage of the services you require.

p r i v a c y  t i p s  a n d  t r i c k s
While most of the issues raised in this chapter are discussed in more detail in 

later chapters, it should already be clear that being informed about collection 

and use of our personal information in different contexts is half the battle. It is 

not possible to read every line of every agreement you enter into with an online 

service provider, bank, hospital, or educational institution, but to the extent 

that you are concerned about privacy, you should at least do the following:

	 +	 Look at the terms of service on privacy, which are often presented 

separately from the rest of the contract you sign (in some cases, they 

may be displayed prominently on a website or in a physical office 

space).
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	 +	 If you cannot find a privacy policy, ask to see it.

	 +	 Ask questions if you do not understand the privacy policy.

	 +	 Check whether the policy allows for unilateral changes (i.e., 

changes by the company without requiring your specific consent) 

and familiarize yourself with whether and where those changes 

will be shared.

	 +	 Check if there are any procedures for raising complaints about 

privacy collection practices, whether you can check the accuracy of 

your private information, whether there are procedures for correct-

ing inaccurate information, and whether your information can be 

deleted on request.

	 +	 Look for information about a privacy officer or contact number if 

you have privacy concerns.

	 +	 If you have a choice between different service providers (e.g., 

different music, game, or movie downloading or streaming ser-

vices), compare their privacy policies before you click on “I agree.”

	 +	 Make sure you understand that clicking on “I agree” creates a 

legally binding contract whether or not you read all, or any, of the 

terms of service.

	 +	 Do not share particular information if there is any way around it 

and if you are concerned about how it might be used. This may 

mean forgoing a product or service (yes, there are people who don’t 

use Twitter or Facebook), or perhaps sharing the least amount of 

information required to sign up for a service. If there are “manda-

tory” and “optional” or “suggested” information sharing require-

ments, stick with only the “mandatory” fields. Mandatory fields are 

typically indicated with an asterisk.

	 +	 Work out your “bottom line” with respect to what information you 

are prepared to share with any particular company, bearing in mind 

that the company may share the information with others, so you 

should consider what might happen if the information is shared 

more generally.
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c h a p t e r  t w o

Our Data at Home

+	 Rights to privacy at home vs. in public spaces

+	 Tort, contract, and constitutional rights to privacy in the home

+	 American privacy torts: intrusion into seclusion, misappropriation, 

public disclosure of private facts, and false light publicity

+	 Limitations of contract and tort law privacy protections

+	 Contracting away privacy when purchasing digital devices

One of the major advances in digital technology has been in the home secu-

rity area. Now, people can protect their homes with sophisticated video 

cameras that have the capacity to send immediate notifications of suspicious 

activity to their smartphones. These systems can also arm or disarm security 

systems remotely to allow only trusted people to enter or leave a home. They 

can also regulate home heating and cooling units remotely. The technology 

itself also contains artificial intelligence that can analyze patterns of energy 

use and individual comings and goings, and suggest automatic program-

ming based on that data.

This level of technological sophistication has its upsides and its down-

sides. Consider the story of Tara Thomas, who bought a Nest Cam, a home-

camera system, to use as a baby monitor in her three-year-old daughter’s 

bedroom. When her daughter complained of nightmares about monsters in 

her room, and pointed to the Nest Cam, Tara thought it was the product of a 

toddler’s overactive imagination. Then she realized that the Nest Cam had 

been hacked, when she walked into the room one night and heard pornog-

raphy playing over the camera’s speaker. She was unable to learn who the 

hacker was, although it became clear that Google—the owner of the Nest 

Cam company—was aware of the simple hacks that could be performed on 
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the cameras. Google had opted, prior to that time, not to patch the software 

that allowed for hacking because addressing the problem by updating the 

firmware (the permanent software used to run programs on a device) would 

have been costly and inconvenient.1

It is not only security cameras that allow intruders to virtually invade our 

private spaces. Think about all the devices you bring into your home that have 

the capacity to digitally spy on you. How many people own an Alexa or Google 

Home device? At the last count, it was hundreds of millions of people in the 

United States. It is easy to ask Alexa to play your music or set an oven timer, 

but what data is she (or rather Amazon) collecting about you at the same time?

This is not meant to scare you, although it is a little scary. In many ways, 

it is a lot scarier not to know how the technology works. The point of this 

chapter is to make you aware of how much privacy you legally and realisti-

cally have—and don’t have—inside your home. One of the main challenges 

for American residents is that the handful of laws we do have to protect our 

privacy in personal spaces is largely outdated because it was created mostly 

WHAT ABOUT THOSE PESKY ROBOCALLS?

Before we had digital devices in our houses that could track us, we had 

telephones. Early targeted marketing (including scams) involved collecting 

phone numbers, often targeting the elderly, and used call centers to seek 

additional personal information. Over time, these systems became more 

sophisticated. Now many of these calls are made robotically, through 

automatic dialing from large digital databases of telephone customers 

using programmed electronic voices.

Congress has enacted legislation to regulate robocalls, which is enforced 

by the Federal Communications Commission (FCC) and the Federal Trade 

Commission (FTC). The legislation limits when calls can be made, and the 

content of the calls, and includes a “Do Not Call” registry, where telephone 

customers can enter their names to prevent being called. These legal 

approaches have not been as effective as hoped, but the government, par-

ticularly the FCC, continues to monitor and attempt to control the problem.
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BREACH OF PRIVACY—WHAT’S THE HARM?

A primary problem of the U.S. legal system in coming to terms with digital 

privacy is how to quantify harm: how to put a dollar amount on the damage 

done to a person as a result of privacy invasion. Historically, most laws 

related to personal harm (e.g., defamation, negligence, assault and  

battery) have required the showing of an objectively quantifiable harm—

typically physical damage or property damage—in order for a court to pro-

vide a remedy. When the harm is a general feeling of being watched, how is 

a court supposed to evaluate that?

This problem has not stopped lawmakers in other countries from mov-

ing forward with privacy-protecting laws. The United Kingdom adopted its 

first significant privacy laws in the early years of the twenty-first century. 

Courts in Britain have often looked to breach of contract/breach of confi-

dence law and defamation law as yardsticks to measure privacy damages. 

In a case involving a media publication of a story about Max Mosley, then 

president of the International Automobile Federation, engaging in a Nazi-

themed orgy, several lawyers suggested defamation as a suitable yardstick 

for measuring privacy damages. The court ultimately awarded a record 

£60,000 for the privacy invasion.

in the mid-twentieth century, well before the rise of digital technology. 

These laws have not aged particularly well.

As a result, one of the most practical ways to protect privacy inside the 

home is to be aware, to the greatest extent possible, of how our devices work, 

whether the trade-offs between privacy and convenience are worthwhile, 

and whether we have any recourse for any harms caused in this setting. Be 

aware that not all privacy harms are as stark or obvious as the case of Tara 

Thomas and her daughter. Sometimes the damage is simply a general sense 

of unease or lack of control over things that, ideally, should be our own busi-

ness. Home is where we let our guard down. The thought of being surveilled 

in our kitchens and bedrooms may be a cause of psychological unrest even in 

the absence of any particular identifiable harm.
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In the United States, we have never had an absolute right to privacy in 

our homes, offices, vehicles, or other personal spaces. Digital technology 

further challenges our expectations of privacy. In legal terms, there are 

really three main avenues of law that impact our expectations of privacy at 

home: tort law, contract law, and constitutional due process doctrines relat-

ing to government searches and seizures. Each field of law, while arising in 

different contexts, raises similar issues.

Let’s look at each of them in turn.

p r i v a c y  t o r t s
One of the oldest, although perhaps least effective, avenues of American pri-

vacy law is tort law. A tort is a civil wrong. Tort law deals with damage 

caused by one person (or business) to another. Even though you may not 

have heard the term before, you will have heard terms like defamation, negli-

gence, and trespass. These are all torts—situations where the law allows one 

person to sue another for causing harm, usually physical or property dam-

age, although sometimes, as in defamation, injury to reputation.

America has a series of privacy torts, but, as with most tort law, each of 

the fifty states has its own version. In some states those laws are created by 

legislation (law made by the state legislature), and in some states they come 

from the common law (law developed by courts). Some states have a combi-

nation of both legislation and common law for privacy.

Because we do not have a general federal privacy law that applies to all 

states comprehensively, it is often difficult to know which state’s law should 

apply to a particular privacy problem, especially for problems that arise 

online. Additionally, big corporations like Facebook or Google not only have 

greater legal resources, but include jurisdiction selection clauses in their 

contracts, which say that any lawsuits will be tried in court in their home 

state. Traveling to another state for a lawsuit increases the costs of the law-

suit and poses significant challenges for most people.

Those contract terms, like the privacy policies we talked about in chapter 

1, are usually tucked away somewhere in the clickwrap agreement (“I agree” 

contract) you sign when you purchase your device or service. Contract terms 

that talk about where a case will be handled, and whose law will apply, are 
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referred to legally as forum selection clauses and choice of law clauses: 

clauses about which forum (or court) will hear the matter and which law 

will be applied, respectively. Many of these contracts also include require-

ments that before you go to court, or instead of going to court, you agree to 

participate in an alternative dispute resolution process such as arbitration or 

mediation. These are private dispute settlement systems, outside the court 

system, that can be quite expensive. We will examine those clauses in more 

detail in chapter 4 when we look at social network privacy contracts.

m o d e l s  f o r  p r i v a c y  t o r t  l a w
There have been attempts over the years to harmonize state laws on privacy, 

among other torts, to make the national application of those laws more uni-

form and predictable. The most well-known and successful approach has 

been spearheaded by the American Law Institute (ALI), an independent 

organization of legal experts established in 1923 to help codify and unify 

state laws. The ALI regularly issues Restatements of various areas of law. 

State lawmakers use these Restatements, and associated comments written 

by experts, to help harmonize the laws.

The Restatement that deals with privacy law is the Second Restatement 

on Torts, developed in the 1960s and 1970s. There is a later Third Restatement 

on Torts that covers other areas of tort law, but not privacy. The Second 

Restatement includes four independent privacy torts: intrusion into seclu-

sion, appropriation of name or likeness, public disclosure of private facts, 

and false light publicity.

When we think about privacy in the home, the most important of these 

torts is the first: intrusion into seclusion. This is the tort that deals with 

encroachments into a person’s private space. The other three privacy torts 

focus more on what happens to private information once it has been col-

lected (e.g., publication or other sharing of the information). Of course, some 

conduct implicates more than one tort simultaneously. For example, doxing 

(or doxxing) involves gathering and publishing private information, which 

may be aggregated from publicly available websites or require physical  

and/or digital incursions into a person’s private space (e.g., home, work,  

IP address).
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Let’s briefly consider how each of the four privacy torts works.

Intrusion into Seclusion

Because it is the law aimed most closely at encroachments into private 

spaces, it is useful to understand the scope and limitations of the intrusion 

tort. According to the Restatement, intrusion into seclusion is described as 

follows: “One who intentionally intrudes, physically or otherwise, upon the 

solitude or seclusion of another or his private affairs or concerns, is subject to 

liability to the other for invasion of his privacy, if the intrusion would be 

highly offensive to a reasonable person.”2

To explain the legalese, basically intrusion into seclusion means that if 

you intrude (physically or otherwise) into another person’s private space or 

private affairs, you may have broken this law, if—and this is a big if—the 

intrusion would be highly offensive to a reasonable person. Many of the devices 

we bring into our private homes may well intrude into our private affairs, not 

dissimilar to the way Peeping Toms or paparazzi may intrude by taking pho-

tos of a person in a fenced backyard or using a long-range microphone to 

record private conversations.

But how many of these intrusions are highly offensive to a reasonable 

person? They sound offensive, don’t they? Who wants to be spied on in their 

DOXING AND PRIVATE SPACES

People have doxed others to expose them to embarrassment, ridicule, liti-

gation, physical harm, or threats of harm. This is obviously problematic, 

but even more so in cases of mistaken identity, like the 2017 doxing of a 

biomedical researcher at the University of Arkansas who was erroneously 

identified as a white nationalist marching in the Charlottesville demonstra-

tion that year. Details of his work life, private life, family members, and 

home address were leaked online, resulting in death threats and other 

harassment of himself and his family. He had to take measures to protect 

his family and his research team and was lucky to have the resources of the 

university to support him. Other people subject to doxing attacks may not 

have similar resources.
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own home? However, courts have generally interpreted the “highly offen-

sive” standard quite narrowly. Maybe if someone took topless photos of you 

in your yard, that would cross the line, but simply listening in and collecting 

data via, say, an Amazon Echo device probably does not meet the legal 

standard.

With digital devices, we also face challenges related to contractual con-

sent (via the terms of service) that allows the devices to surveil us in  

our homes. Even without the consent problem, how would we prove to a 

judge or jury that we have suffered compensable damage at the hands of the 

intruder—that we can quantify a harm to us in a way a court considers 

meaningful?

Of course, there is a big difference between a consensual and a noncon-

sensual intrusion (like use of a long-distance, telephoto lens to photograph 

you in your house), but the problem of proving legally recognizable damage 

remains, no matter the presence or absence of consent.

The Misappropriation Tort

The misappropriation tort, while classified as a privacy tort, is more about 

making an unauthorized commercial profit from someone else’s identity 

than about intruding into a private space. It typically comes up when some-

one, say, takes a photo of someone else in a public space and uses the image 

in an advertisement or media story. For example, in 2009, Virgin Mobile was 

sued by a teenager in Texas (Alison Chang) because the company had down-

loaded her picture from Flickr and used it in a series of advertisements in bus 

shelters in Australia. If the case had proceeded in the Texas courts, Chang 

would have had a strong claim for misappropriation. However, the Texas 

court decided that the appropriate court to hear the case was the Australian 

court (because that was where the ads were released), and Australia does not 

have a similar misappropriation law, so Chang was out of luck.

Public Disclosure of Private Facts

The public disclosure and false light publicity torts are two separate laws 

that deal with similar things. Neither of them deals with an actual physical 

intrusion into a private space. Instead, they both revolve around public 

sharing of private information. As with the intrusion into seclusion tort, you 

can make a successful case for public disclosure of private facts only if the 
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disclosure would be highly offensive to a reasonable person. In addition, it must 

not be of legitimate concern to the public.

Many gratuitous releases of a person’s information on the internet, like 

doxing, are not of legitimate concern to the public, so that is generally not an 

issue under public disclosure or false light. However, like the intrusion tort, 

many of these disclosures are not highly offensive to a reasonable person, at 

least not in the sense required to satisfy the legal standard. This tort is not 

useful where the problem is not technically public disclosure, but rather in-

house use of personal information by large corporations like Google or Ama-

zon. Even unauthorized sharing of your personal information with another 

company is not likely sufficiently “public” to attract liability under this tort.

False Light Publicity

This tort is similar to the public disclosure tort in many respects. It prohibits 

publicly sharing information about another person if the publication would 

portray the person in a false light. For example, if a news story about a local 

restaurant owner named Bradley Pitt were illustrated with a photograph of 

the actor Brad Pitt, it might place either of the Pitts in a false light—people 

might think, say, that the actor had opened the restaurant. Usually, when 

this tort is claimed, the circumstances are more sinister than this example 

because the tort can succeed only where the publication of the information 

would be highly offensive to a reasonable person. For a claim to succeed, the 

person who published the information must also know that she was creating 

a false impression or being otherwise reckless about publishing it. Again, 

this tort does not require an intrusion into a private space, although infor-

mation taken from a private space and shared publicly may portray a person 

in a false light.

c o n t r a c t i n g  o u t  o f  p r i v a c y  at  h o m e
As already noted, usually when we purchase digital devices to bring into our 

homes, we contract out of many of the privacy rights we might otherwise 

have enjoyed. For example, when a Nest Cam device and associated services 

(thermostat, security services, etc.) are sold to a customer, the customer 

agrees to the Privacy Statement and Privacy Policy for Nest Web Services.3 

Nest’s privacy policies describe the types of information it collects from 
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users and their devices, including personal information about the users, 

such as name, address, billing information, email addresses, and potentially 

video and other content shared on Nest services. Additionally, while the 

contract says that information will not be shared without permission, Nest 

users automatically grant permission when they sign up for associated ser-

vices such as the Rush Hour Rewards or Safety Rewards programs.

The Rush Hour Rewards program allows users to earn credits for saving 

energy during peak periods by automatically tuning thermostats to com-

fortable temperatures during peak times to put less strain on power grids. 

The Safety Rewards program gives extra credits to Nest customers who sign 

up with one of Nest’s insurance company partners. While these programs 

create benefits to users, they also feed into the concerns many of us have 

about increasing aggregations of data falling into private hands.

While Nest’s privacy policies—like those of many companies—are written 

in responsible-sounding terms (“we will not share your data without your 

permission”), those companies do end up with a lot of personal data, and no 

one really monitors what they do with it. Even if they comply with their own 

policies, their customers will still likely have a hard time tracking what is 

being done with the data. If a company fails to comply with its data privacy 

policies, it may not face many legal or practical consequences. If enough cus-

tomers complain, the Federal Trade Commission (FTC) may investigate (a 

possibility considered in more detail in chapter 4). A group of customers could 

attempt to sue the company by way of a class action lawsuit. However, that 

would be expensive and time consuming, and often those customers are 

faced with contract terms that require them to go to court in the company’s 

state or agree to arbitration rather than litigation, as noted previously. Terms 

of service may also attempt to prevent class actions altogether.

The bottom line with contracts like these is that you should try to read 

them and compare terms between similar products. As digital technology 

develops, there will be more players in each marketplace: more competing 

home security devices and other home conveniences. If consumers pay more 

attention to the contract terms, it may be that companies will take their pri-

vacy policies more seriously. Facing the threat of losing customers to com-

petitors with more desirable privacy policies may encourage businesses to 

rethink their own approaches to personal privacy.
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a  h o m e  f r e e  f r o m  g o v e r n m e n t  i n t r u s i o n
Even though chapter 11 focuses on government intrusions into personal pri-

vacy, it is worth briefly touching here on the American law that deals with 

how intrusively the government can investigate you and your private spaces, 

largely in the course of criminal investigations. This is one area of American 

law where the Constitution, at least indirectly, has something to say about 

privacy. If you watch police dramas, you will undoubtedly have seen police 

searching the houses, cars, or offices of criminal suspects either with or 

without a warrant. Whether or not these shows are legally accurate, it is true 

that we have reasonable expectations of privacy in our own personal spaces 

consistent with the Fourth Amendment of the Constitution, which states: 

“The right of the people to be secure in their persons, houses, papers, and 

effects, against unreasonable searches and seizures, shall not be violated, 

and no Warrants shall issue, but upon probable cause, supported by Oath or 

affirmation, and particularly describing the place to be searched, and the 

persons or things to be seized.”

While the language is old-fashioned, the Fourth Amendment is impor-

tant in today’s privacy context. It is really the backbone of what little privacy 

protection we have that derives from our Constitution. The Fourth Amend-

ment does not specifically use the word privacy, and it was obviously drafted 

long before the advent of digital technology. However, it does say that people 

should be protected from unreasonable government searches of their homes, 

and in relation to their personal affairs. On this basis, courts have developed 

the idea of a person’s reasonable expectations of privacy as the yardstick for 

determining whether the Fourth Amendment has been violated in any given 

situation.

The most significant challenges for the Fourth Amendment over the 

years have come from developments in technology. This makes logical sense 

when you realize that a “reasonable” expectation of privacy will change  

as technological advances allow more subtle invasions of private spaces.  

For example, in the early part of the twentieth century, no one would  

have reasonably expected that police would be able to use thermal imaging 

devices to figure out whether a person was growing marijuana in their  

home. The new technology and its potential to invade a suspect’s privacy 
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were the subject of the landmark 2001 Supreme Court decision in Kyllo v. 

United States.

In that case, the Court considered the police’s use of thermal imaging to 

determine that the main heat in the suspect’s house was concentrated on the 

lower levels, supporting their case that he was growing marijuana and using 

heat lamps situated in the lower levels to cultivate the plants. Heat typically 

rises, so the usual pattern would be for higher heat readings to be taken in 

upper levels of a house. The Court held that this use of the technology was a 

“search” for Fourth Amendment purposes and thus a warrant was required. 

Without a warrant, the search infringed the occupant’s reasonable expecta-

tions of privacy.

Even nontechnological police activities can raise concerns about privacy 

in the home. In 2013, in the case of Florida v. Jardines, the Supreme Court held 

that police had violated a suspect’s Fourth Amendment rights when they 

brought a drug-sniffing dog to the front door of his house without first 

obtaining a warrant. The reasonable expectation of privacy does not give 

anyone absolute immunity from a police search, but rather requires police to 

obtain a warrant, which, in turn, necessitates the police to explain their 

suspicions to a judge with reasonable specificity and in good faith.

The main applications of Fourth Amendment law in relation to reason-

able expectations of privacy have to do with police investigations, because 

that was what the Fourth Amendment was developed for: to prevent unrea-

sonable searches and seizures by the government. This is the only place in 

the Constitution that even obliquely hints at privacy in the form of a consti-

tutional right, which is why so much of our law about privacy in the home—

and privacy generally—is based on the concept of “reasonable expectations” 

of privacy. Interestingly, the protections of the Fourth Amendment have 

been extended to cover other privacy situations outside of police searches—

for example, searches in government workplaces. If you are a government 

employee, the Fourth Amendment protects you from unreasonable work-

place searches, because your employer is a government actor. Workplace pri-

vacy issues are taken up in more detail in chapter 3. And, of course, new 

technology raises concerns about mass government surveillance, which are 

discussed in more detail in chapter 11.
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o v e r v i e w  o n  p r i v a c y  i n  t h e  h o m e
The law about privacy in the home is largely a matter of state-based tort law, 

which tends to be disharmonized in practice. More importantly, companies 

selling digital products and services that encroach on our privacy usually 

require us to contractually waive any privacy we might otherwise expect. 

We will look at some of those contracts in more detail in chapter 4. The Con-

stitution occasionally touches on privacy, where government action is impli-

cated. Having read through this chapter, you might be despairing of taking 

control over any of your privacy.

This is where public education and public action can potentially be use-

ful and can even facilitate the development of the law over time. If more 

people start to read and understand these laws and associated contract 

terms, it will be much easier to understand when an activity, often a pur-

chasing decision, is worth the privacy trade-off. When people understand 

the privacy problems, they can more meaningfully mobilize against a com-

pany to convince it to alter its policies or mobilize to lobby the government 

for greater privacy-protecting laws—or at least lobby a government depart-

ment, like the FTC, to investigate a company, or contact a public advocacy 

center like the Electronic Frontier Foundation4 or Electronic Privacy Infor-

mation Center.5

While many people think change is impossible, bear in mind that it has 

happened before. Facebook has changed its privacy policies on several occa-

sions in response to consumer outcries about its privacy practices.6 Amazon 

has increased customer discounts at Whole Foods as a result of complaints 

that people were giving away their spending profiles for nothing.7 The FTC 

has recently issued several landmark settlements on privacy-related mat-

ters.8 In 2018, the State of California enacted its own Consumer Privacy Act 

as a result of concerns about protecting consumers from worrisome corpo-

rate data practices. California has brought its law much more in line with the 

European Union’s General Data Protection Regulation, and there is increas-

ing pressure on other states, and even the U.S. Congress, to do the same 

thing.9

In many ways, the privacy situation in America is dire but not hopeless. 

As we make our way through the rest of this book, we will emphasize where 

changes have been made in the past, or where they may be possible or likely 
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in the future, in order to provide a more comprehensive picture about where 

privacy practices and regulations in the United States may ultimately be 

heading.

p r i v a c y  t i p s  a n d  t r i c k s
If you are concerned about protecting privacy in your home or in other pri-

vate places, here are some steps you can take to educate yourself, both about 

your rights and about potential infringements or limitations on those rights:

	 +	 If you are concerned about intrusive telephone calls or spam emails, 

you can register your phone number on the federal “do not call” 

registry (see www.donotcall.gov), and some states have imple-

mented similar “do not spam” registries, although anti-spam 

legislation at the federal and state levels has not been terribly 

effective in practice.

	 +	 When deciding to purchase a device for the home like an Alexa or 

Nest Cam, do your homework and read consumer reviews. In 

particular, read each company’s privacy policy and compare 

policies across companies, and don’t forget to consider any addi-

tional privacy issues that may arise if you buy add-on products or 

services for those devices. Read those contracts too!

	 +	 In particular, check contract terms about where disputes must be 

litigated and whether arbitration is required. You likely won’t be 

able to change any of these terms, but you can compare them 

between companies.

	 +	 Set up Google alerts for privacy stories related to any devices you 

purchase or any particular privacy concerns you have about  

privacy in your home or other personal spaces. Good sources of 

information include the websites of the Electronic Frontier  

Foundation (https://eff.org) and the Electronic Privacy Information 

Center (https://epic.org).

https://eff.org
https://epic.org
www.donotcall.gov


44

Does anyone still remember the furor that erupted in 2017 when Wisconsin 

corporation Three Square Market launched a program to implant microchips 

in employees’ hands? The implants were intended to increase efficiency by 

operating in place of the keycards that provide access to anything from locked 

doors to vending machines. The program drew media attention because of its 

potential to track employees and encroach on their privacy. The company 

responded that the device was only intended to be used for convenience in 

place of a swipe card, and not as a tracking device, and was not GPS enabled 

at the time, although that functionality remained possible in the future.1

Nevertheless, a number of state lawmakers in the intervening years have 

enacted legislation to prevent employers from requiring employees to be 

microchipped as a condition of employment. How effective are these laws in 

practice? Likely, not very. For one thing, employers can still exert various 

kinds of pressure on employees to agree to an implanted chip—for example, 

making them feel they’re not “part of the team” if they don’t agree. Addition-
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ally, a large portion of the American workforce comprises at-will employees—

employees who can be terminated for any reason at any time (without cause, 

in legalspeak). Employers can simply make it clear that an employee who does 

not agree to a chip may be terminated. A law that bans requiring a chip will not 

prevent employees consenting to a chip that is technically voluntary.2

Despite the initial outcry against employee microchipping, the issue has 

not attracted much media coverage in the ensuing years. Is that because 

employees really are no longer worried about their privacy at work? Or is it 

because there is no point in complaining, given that nothing can be done to 

prevent these privacy incursions? Or might it be that microchips only raise 

the same concerns that employees already faced over privacy at work? Since 

the dawn of the digital age, it has been common for employers to use technol-

ogy to monitor employees. The chips may simply be a new iteration of what 

was already being done with surveillance cameras, email monitoring, key-

stroke monitoring, keycard monitoring, and biometric security measures.

This chapter examines data privacy at work, with an emphasis on the 

important roles that workplace privacy policies and employee consent play 

in the workplace privacy matrix. It also touches on the extent to which gov-

ernment employees in the United States arguably have greater privacy pro-

tections due to extensions of constitutional “due process” guarantees to 

those employees. Finally, it compares the situation in the United States with 

the privacy laws in other countries—notably the European Union and the 

countries that have signed the European Convention on Human Rights—

where employee privacy is protected not only as a legal and constitutional 

right, but also as an aspect of the fundamental human right to privacy.

As with privacy law generally, the United States has no general law about 

privacy in the workplace, so legal developments here have been piecemeal. 

The laws that impact employee privacy are a combination of state laws and 

some federal laws that touch on the workplace incidentally.

Of course, the United States has laws and constitutional principles that 

address discrimination in the workplace, including the Americans with Dis-

abilities Act, which prohibits disability discrimination, and the Civil Rights 

Act, which prevents discrimination on the basis of “race, color, religion, sex, or 

national origin.” Incursions into privacy may result in employment discrimi-

nation—for example, Facebook was implicated in discriminatory employment 
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practices when its personal data algorithms were used to target job ads to peo-

ple or communities that do not include, say, women or people of color.3

As noted in the introduction to this book, some legal scholars have sug-

gested that we do not need robust privacy laws if we have laws that prohibit 

the results of manipulation of personal information (like workplace or hous-

ing discrimination). While this book suggests that it is worth considering 

privacy as a separate legal issue, it is important to keep in mind that where 

particular harms result from unfair manipulations of personal information, 

other laws may help redress those harms. We will mention those laws in 

appropriate chapters but will keep the focus on privacy law.

GOVERNMENT EMPLOYERS AND EMPLOYEES

An interesting feature of American privacy law is that the due process pro-

tections of the constitution extend to government employees in their work 

lives. The idea behind due process is that citizens will not be subject to unrea-

sonable searches, seizures, or other government actions impinging on basic 

constitutional rights (like life, liberty, or property) without notice and a fair 

hearing. This is a major oversimplification of the concept, but it explains why 

government employers are required to comply with the constitutional guar-

antee not to interfere with an employee’s person, property, or workspace 

without a reasonable basis and, in certain situations, without a warrant.

The Supreme Court has weighed in on government employees’ expec-

tations of privacy in the workplace in several cases, leaving few clear rules 

on when and how the government can conduct workplace searches. The 

upshot, again somewhat simplified, is that as long as the workplace moni-

toring is for acceptable purposes, like investigating misconduct, and the 

measures taken by the employer are not excessively intrusive and are rea-

sonably related to the purpose of the search, a warrant will not be required. 

Courts prefer to address these issues on a case-by-case basis, so while 

government employees arguably have “more” privacy rights than private 

employees, the significance of that protection varies from case to case and 

may not make much difference in practice in many circumstances.
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t h e  r o l e  o f  c o n s e n t
As noted in the introduction and in chapter 1, one of the big stumbling blocks 

for legal attempts to protect employee privacy is consent. An employer can 

generally require an employee to consent to various stipulations as condi-

tions of employment and, provided that there is no major unconscionability 

in obtaining the consent, the employee’s agreement is usually legally valid.

Anyone who has ever signed an employment contract, or at least anyone 

who has ever read what they have signed, will probably have noticed a pri-

vacy policy somewhere in the voluminous piles of documents the employer 

provided. That policy will probably include reassuring wording about how 

seriously the employer takes your privacy, and it will probably also require 

consent to at least some form of workplace monitoring.

There is nothing illegal about requiring employees to consent to work-

place monitoring, which can include monitoring of websites accessed from 

work computers, email, telephone and other forms of communication, video 

surveillance of workspaces, monitoring of keycard access, and the like. It is 

also important to note that there may be very good reasons for various forms 

of employee monitoring, including the following:

	 +	 Monitoring productivity and making business decisions to increase 

efficiency and safety in the workplace

	 +	 Ensuring compliance by employees with relevant laws, policies, 

and procedures (e.g., maintaining a harassment-free workplace)

	 +	 Safeguarding sensitive personal data, like social security numbers, 

financial reporting information, and employee health information

	 +	 Monitoring customer satisfaction

	 +	 Monitoring devices connected to business networks for security 

purposes

	 +	 Protecting trade secrets and confidential information belonging to 

the employer

Many of these issues can be double-edged swords. One person’s “safety 

and security” in the workplace can be another’s “unreasonable intrusion 

into private communications,” and those are difficult trade-offs. For exam-

ple, many workplaces that employ drivers utilize cameras in vehicles to 
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monitor things like location and speed of driving. These cameras can be very 

helpful in keeping track of people and goods and providing data to insurance 

companies in case of an accident. However, drivers of these vehicles may feel 

that their every move is being monitored and that they have no privacy.

For employees in office settings, similar balances may have to be 

addressed. There are many ways to monitor office workers, and some may be 

more intrusive than others. Safety cameras in isolated areas of the office, 

such as parking structures, may seem less objectionable than cameras 

mounted in cube farms that pick up everything an employee may do at her 

desk. Even secure workspaces that require employees to go through scanners 

on the way in to the office can cause embarrassment and annoyance if, say, 

contents of bags and pockets must be emptied out to enter buildings. Many 

employers also remotely monitor actions employees take on work devices—

by keeping logs of what is viewed on a computer monitor, for example. The 

extra safety, security, and productivity are trade-offs for a loss of privacy.

For employees who are particularly concerned about privacy, it is a good 

idea to keep all personal communications on nonwork devices if possible, 

although in the age of “bring your own devices” to work and increasing use 

of employer-provided devices at home and on the road, this can be a tall 

order.

THE UPSIDE OF EMPLOYEE MONITORING

When we think about employers monitoring us, we may think of Big Brother 

and quickly assume that all monitoring is bad or nefarious. However, as 

already noted, there are lots of reasons, helpful to the business, to monitor 

employees. Monitoring may even be helpful to the employees themselves. 

In a 2014 New York Times article, “Unblinking Eyes Track Employees,” 

journalist Steve Lohr outlined a number of benefits to employees, including 

situations where monitoring led to promotions for the highest-performing 

workers, improved conditions (like increased social breaks) for workers in 

group settings, and more directed and effective employee training pro-

grams to assist with career development.
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If an employee voluntarily consents to monitoring by the employer in the 

workplace, that consent is usually legally valid and enforceable. In this con-

text, giving consent voluntarily simply means that the employer has not 

used deceit or fraud to obtain agreement. If an employee, or prospective 

employee, feels pressured into giving consent, either by fear of not getting 

the job or promotion or by being made to feel that the workplace culture 

expects it, that consent is still valid. The types of behavior that would invali-

date an employee’s consent have to be particularly egregious to be legally 

invalid—for example, outright lying to the employee.

One nondigital case from some years ago demonstrates just how power-

ful consent can be in the workplace context, even in a situation where the 

employee did not fully understand what she was consenting to. This is not a 

case of employee monitoring, but of employee consent to share very private 

and personal aspects of her body as part of her job.

In the 1997 California case of Feminist Women’s Health Center v. Jenkins, a 

health worker’s employment was terminated because she refused to disrobe 

in front of other women and demonstrate a cervical self-examination, which 

included inserting a speculum into her own vagina. She claimed that her ter-

mination infringed her constitutional right to privacy under California’s state 

constitution. While the court agreed that she had a right to privacy under the 

constitution, the initial consent that she signed when hired provided a valid 

defense to the employer. The court held that, in line with the employer’s 

stated objectives of demystifying women’s health issues and encouraging full 

and frank discussion of those issues, the cervical self-examination was a rea-

sonable condition of employment, and that the employee had consented to it 

when she signed her initial employment contract.

The employee argued that she had not understood that the requirement 

to fulfill the “cervical self-examination” aspect of her job meant she had to 

disrobe and use the speculum in front of other women. However, the court 

sided with the health center and accepted its evidence that this was a rea-

sonable requirement of the job.

Most privacy cases related to digital technology are not so dramatic in 

terms of employee consent to privacy intrusions. Most contemporary privacy 

policies are written in relatively general, albeit expansive, terms. The con-

cerns raised often have to do with monitoring of personal communications in 
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the workplace, monitoring of health information and financial information 

that may impact job performance, and even monitoring of social media 

activities—an issue we will pick up in more detail in chapter 4.

h o w  d o  y o u  k n o w  i f  y o u ’ v e  c o n s e n t e d  
t o  e m p l o y e e  m o n i t o r i n g ?
Usually your consent to employee monitoring will appear somewhere in 

your initial employment contract. However, consent statements often 

appear in more obscure places and can be much harder to find—for example, 

where an employer asks you to sign a contract of employment that refers to a 

bundle of policies and procedures that you may have to go online to view. To 

take a random example (you can find many others online), the Nutrien group 

of companies,which operates in several North American locations, posts its 

employee privacy policy online. In terms of consent to use of personal infor-

mation by the company, the policy states:

Privacy laws do not generally require Nutrien to obtain your consent for the 

collection, use or disclosure of personal information for the purpose of 

establishing, managing or terminating your employment relationship. .  .  . 

To the extent that your consent is required, we will assume, unless you 

advise us otherwise, that you have consented to Nutrien collecting, using 

and disclosing your personal information for the purposes stated above 

(including any other purposes stated or reasonably implied at the time such 

personal information was provided to us).4

Generally speaking, and except with respect to certain situations and 

certain kinds of information (like some financial information and health 

information), it is correct that for at-will employees in particular, no consent 

is usually necessary for monitoring, collection, or use of personal informa-

tion. Legally speaking, it is also typically the case that the kind of consent 

contemplated here will be binding and enforceable. Provided that notice is 

given of the privacy policy at the time of employment, the fact that the 

actual privacy terms appear outside the document the employee signs is not 

necessarily a problem legally. Unless the terms of the notice were somehow 

concealed from the employee, or were particularly arduous or grievously 

unfair, a court will typically enforce them.
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Each employer’s policies and practices will differ in terms of the uses for 

which it monitors, collects, or shares information about employees. In the 

Nutrien example, “purposes stated above” in the notice clause include

	 +	 determining eligibility for employment and assessing qualifications 

for a particular job or task,

	 +	 administering pay and benefits,

	 +	 processing workers’ compensation and insurance claims,

	 +	 establishing training and development requirements,

	 +	 conducting performance reviews,

	 +	 gathering evidence for disciplinary actions,

	 +	 establishing emergency contacts, and

	 +	 ensuring security of the company’s proprietary information.5

Some of these purposes obviously also include the need to share information 

with third-party insurers and other service providers, like benefits provid-

ers and those who provide payroll services. Statements of consent to sharing 

information with third parties are usually valid, again if they are made 

available to employees when signing up for initial employment.

Most employee privacy policies also allow the employer to make unilat-

eral changes to the policy, again provided that adequate notice is given to the 

employee. Nutrien’s policy includes the following language:

Nutrien may from time to time make changes to this Privacy Policy to reflect 

changes in its legal or regulatory obligations or in the manner in which we 

deal with your personal information. We will communicate any revised ver-

sion of this Privacy Policy. Any changes to this Privacy Policy will be effective 

from the time they are communicated, provided that any change that relates 

to why we collect, use or disclose your personal information will not apply to 

you, where your consent is required to such collection, use or disclosure, until 

we have obtained your consent to such change. This Privacy Policy was last 

reviewed as of the Effective Date set forth below.6

Note that the intention here is that the employer will be able to change its 

policy by simply giving notice to employees, except in situations where a 

particular law requires consent. In those cases, the updates will not be effec-

tive until the employer obtains specific consent from affected employees. In 
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the sections that follow, we will look at some situations where specific con-

sent may be required.

f e d e r a l  l a w s  i m p a c t i n g  e m p l o y e e  p r i v a c y
As we already know, the United States has no federal law that covers 

employee privacy generally. However, there are a handful of laws that touch 

on employee privacy, including the Electronic Communications Privacy Act 

of 1986, the Health Insurance Portability and Accountability Act of 1996, the 

Genetic Information Nondiscrimination Act of 2008, the Employee Poly-

graph Protection Act of 1988, and the Fair Credit Reporting Act of 1970. Civil 

rights legislation and constitutional provisions also inform and impact how 

employees’ personal information may be used by an employer, but that is a 

step farther down the line from the initial monitoring, collection, and use of 

information, which are the main concerns of this chapter.

Several states have also enacted laws that impact employee privacy, 

including the laws mentioned at the beginning of this chapter about prohib-

iting mandatory microchipping of employees. Several states are also now 

experimenting with general data protection legislation, like the European 

Union model, that would extend to employee privacy. The California Con-

sumer Privacy Act of 2018 is an example of this approach. While the title of 

the Act references “consumer privacy,” the law itself is broad enough to 

extend to employee data in many respects.

Some states are even enacting laws that protect the privacy of biometric 

data, like data collected via facial recognition software or thumbprint scan-

ners, such as the Illinois Biometric Information Privacy Act (discussed in the 

introduction to this book). These laws would also extend to protect employee 

data unless that data was specifically excluded from the scope of the law. 

Because creating a list of state laws would be a moving target due to the 

piecemeal and speedy developments in this area, and because the scope of 

the law is so varied, the rest of this chapter focuses on federal laws that 

impact employee privacy, rather than state laws.

Electronic Communications Privacy Act

The Electronic Communications Privacy Act (ECPA) was initially enacted in 

1986 and has been updated many times since then. Its original purpose was 
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to regulate government monitoring of private communications by requiring 

warrants for certain investigations and preventing information obtained 

through illegal wiretaps and the like from being used in court proceedings.

Technically, the ECPA has two main parts: the Wiretap Act and the 

Stored Communications Act. The first applies to intercepting communica-

tions as they are taking place, and the second applies to monitoring com-

munications “at rest”—for example, where emails are stored in inboxes and 

received-mail folders (or on phone recording devices).

The law today extends beyond government investigations and prohibits 

the monitoring of electronic communications and other digital information 

(stored communications) over a private network without consent. Yes, that 

magical word again. Consent. If your employer has obtained your consent to 

monitor your digital communications and stored data as a condition of 

employment, they do not infringe the ECPA by monitoring you. Thus, the 

ECPA has a limited reach in terms of employment because companies know 

to obtain consent from employees upon hiring.

The ECPA does not apply to communications over a network that is avail-

able to the general public. Rather, it applies only to private communications 

like telephone calls or email communications. Modern social networking 

technology challenges this distinction—for example, it is not 100 percent 

clear whether communications over Facebook would be regarded as public 

or private under the ECPA. Private Facebook groups would probably be cov-

ered by the legislation, depending on whether or not consent was given to 

access the group. However, a public Facebook page, like that of a celebrity or 

politician, is probably not sufficiently private to attract the operation of  

the law.

Questions can arise under the ECPA as to how specific a consent must be 

for an employer to avoid liability. Deal v. Spears is an interesting case involv-

ing employers who monitored workplace phone calls of an employee they 

suspected of being involved in a burglary of their store. The phone line in 

question, owned by the employers (Mr. and Mrs. Spears) was used for both 

residential and business purposes.

The Spearses installed a recording device on their home extension to 

record all conversations made or received on the phone in the house and the 

phone in the store. They did not tell the employee they were recording her 
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calls, and there was no other notification of the recordings. However, before 

they installed the recording apparatus, they had warned her not to spend so 

much time at work on personal calls and mentioned that they might resort 

to monitoring the phone line.

From the recordings, they discovered that she was having an extramari-

tal affair with a third party, Lucas. Some of her conversations with him were 

sexually explicit. The conversations also brought to light her use of inappro-

priate language at work and her sale to Lucas of beer at cost in violation of the 

store’s policy. However, the employers did not learn anything about the 

burglaries.

The employee brought an action under the ECPA for listening in on the 

phone calls without authorization. The employers claimed that she had con-

sented to the monitoring and, alternatively, they tried to claim a “business use” 

exception that also applies under the law—where monitoring is undertaken for 

a legitimate business purpose or “in the ordinary course of business.”

This was an unusual case in that the employee won. The court was not 

convinced that she had consented to monitoring. The warnings that the 

employers “might” monitor calls and the fact that the employee knew they 

had a telephone extension in their house that could be used to listen in on 

employee calls was not sufficient for consent. The business use exception also 

did not convince the court that the monitoring of the calls was lawful. For 

that exception to apply, the monitoring must be in the “ordinary course of 

business.” While it is possible that monitoring of calls to investigate a burglary 

might occur in the ordinary course of business, the fact that the employers 

listened to a lot more of the recordings than was necessary to investigate the 

burglary took their actions outside the scope of the exception.

In a more recent case where Google was sued for monitoring Gmail ser-

vices for targeted advertising purposes, Google failed to convince the court 

that the monitoring was for “ordinary business purposes.” The court held 

that Google was able to easily maintain and operate the email system with-

out reading the contents of customers’ messages. Although this monitoring 

was outside the employment context, the case shows that if the company 

doing the monitoring does not have real consent and does not have a legiti-

mate business purpose for monitoring, it can be successfully sued for 

infringement of the ECPA.
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HOW INTENTIONAL DOES MONITORING HAVE TO BE TO  

INFRINGE THE ECPA?

In McCann v. Iroquois Memorial Hospital, two disgruntled hospital employ-

ees were inadvertently recorded on a Dictaphone complaining about the 

hospital and its management practices behind closed doors. Another 

employee had entered the room where the recording was made, to collect 

some papers, and quickly left when she realized she had intruded on a pri-

vate conversation. It was unclear whether she had accidentally turned on 

the Dictaphone or someone else had done it, but the result was a recording 

of a private conversation.

Because of the uncertainty about who had made the recording, it was 

not clear whether the conversation was “intentionally” intercepted by the 

employer (the hospital). The question of intention was important because 

the ECPA prohibits the unauthorized interception of private communica-

tions without consent. At an early stage of the proceedings, the court was 

unable to say for sure that the interception/recording of the communica-

tion was intentional, so they were unable to grant summary judgment—

that is, judgment at an early stage of the proceedings, before all arguments 

have been made. The case was settled before a final judgment was reached.

Medical and Genetic Information

Employee privacy for medical and genetic information is largely bound up in 

concerns about workplace discrimination on the basis of health, disability, 

or genetic predisposition to particular illnesses. As noted earlier in this 

chapter, most cases that involve concerns about these issues will be brought 

under antidiscrimination laws rather than privacy laws. However, privacy 

laws are relevant because sometimes an employer obtains health or genetic 

information in breach of an employee’s privacy rights.

The two main federal laws that impact health and genetic information 

privacy are the Health Insurance Portability and Accountability Act (HIPAA) 

and the Genetic Information Nondiscrimination Act (GINA). HIPAA requires 

safeguards to be implemented by organizations that deal with personal 
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healthcare information, including health insurance providers and health-

care providers. Employers outside these industries are also required to  

comply with HIPAA if they self-insure, because they thereby effectively 

become health insurers with respect to their own employees. HIPAA is a  

far-reaching piece of legislation that regulates how healthcare information 

is dealt with by these organizations in general; it is not limited to the 

employment context, but covers patient records more generally. We will 

look at HIPAA in more detail in chapter 9.

GINA is concerned with discrimination on the basis of genetic informa-

tion in the employment and health insurance contexts. It prevents employ-

ers, and health insurers, from discriminating against current or prospective 

employees on the basis of genetic information including, importantly,  

predispositions toward particular illnesses or health conditions. This law also 

imposes obligations of confidence on employers who obtain genetic informa-

tion about employees, requiring this information to be maintained separately 

from other employee information, and stored securely as a confidential medi-

cal record. We will take a more general look at GINA in chapter 9.

HIPAA covers protected health information (PHI), which includes indi-

vidually identifiable health records held or transmitted by any organization 

covered by the law. As noted earlier, some employers will be covered by the 

law, notably employers in the health sector and other employers that self-

insure and effectively become health insurance providers under the law. 

HIPAA is aimed at the security of PHI, largely against data breaches. It 

imposes four key requirements on organizations covered by the legislation:

	 1.	 to ensure the confidentiality, integrity, and availability of PHI;

	 2.	 to safeguard PHI against reasonably anticipated security threats;

	 3.	 to protect against reasonably anticipated uses and disclosures; and

	 4.	 to ensure workforce compliance with the rules.

Like GINA, HIPAA guidance also supports the idea of separating health 

information from general employment records. While HIPAA is focused 

more on the integrity and security of data than GINA, both laws provide 

guidance to employers on protecting the confidentiality of sensitive health 

and genetic data. Neither law is particularly useful to a concerned employee 
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HEALTH INFORMATION AND ANTIDISCRIMINATION L AW

An example of how medical information can impact an antidiscrimination 

claim can be found in a 1998 California case, Norman-Bloodsaw v. Law-

rence Berkeley Lab, in which a group of employees raised a variety of 

privacy-related claims over medical testing conducted by their employer, a 

research lab at the University of California. The offers for employment in 

the lab were conditioned on a series of pre-placement examinations, 

which included personal medical history as well as blood and urine  

tests.

The employer went on to test the blood and urine samples of some of 

the employees for syphilis, sickle cell trait, and pregnancy without specific 

consent to these tests and without notifying the employees. While there 

was no evidence that the test results were used in a discriminatory fashion 

or shared with third parties, the employees claimed that the testing  

itself violated privacy rights under the federal and California constitutions, 

the Americans with Disabilities Act of 1990 (ADA), and other federal  

antidiscrimination laws, notably Title VII with respect to the testing of  

African American employees for sickle cell trait and female employees  

for pregnancy. Title VII prohibits discrimination on the basis of race or 

gender.

The California court held that most of these privacy rights had been 

infringed by the lab because, even though consent to general medical test-

ing had been given, consent to the specific tests was not sought or 

obtained. Constitutional due process rights were infringed as a result of the 

lack of specific notice and consent, and Title VII rights were also infringed. 

However, the ADA claims failed because of a loophole in that law that 

allows medical testing for any purpose with or without consent after an 

employment offer has been made but before the employee starts work, 

provided that the results of the testing are kept confidential and are not 

used as the basis for discrimination.
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unless she can establish actual discrimination on the basis of health or 

genetic information. For an example of how discrimination laws can play out 

in relation to sensitive health information, see “Health Information and 

Antidiscrimination Law.”

Employee Polygraph Protection Act

Not many employees will be faced with the need to submit to a polygraph (lie 

detector) test, but interestingly there is a federal law that covers privacy 

rights in this situation. Enacted in 1998, the Employee Polygraph Protection 

Act sets out a general prohibition on employers requiring employees or pro-

spective employees to submit to lie detector tests, or to use results of these 

tests to discharge, discipline, or discriminate against an employee or pro-

spective employee. There are some exceptions, the most obvious of which 

relate to national defense and security and to FBI activities. There is also a 

limited exception for employers who are engaging in ongoing investigations 

into damage to the business resulting from theft, embezzlement, misappro-

priation, industrial espionage, or sabotage.

For employers who are authorized to manufacture, distribute, or dispense 

controlled substances, there is also an exception for employees and prospec-

tive employees who have, or will have, direct access to those substances. 

Similar exceptions apply to employers of armored car, alarm, and security 

guard services and the employees and job applicants for those positions.

Fair Credit Reporting Act

We have likely all heard about how credit reports and credit ratings can be 

used and abused by employers, financial institutions, and others. The federal 

law that regulates credit reports is called, unsurprisingly, the Fair Credit 

Reporting Act. Its aim is to promote the accuracy, fairness, and privacy  

of consumer credit information compiled by credit reporting agencies  

like Equifax and Experian. We will talk about this law in more detail in 

chapter 10.

The law regulates the collection, sharing, and use of credit reports to 

ensure that information in the reports is accurate and, importantly for this 

chapter, is not used or shared for undesirable purposes. The federal law not 

only addresses what the three major credit reporting agencies can do with 

your information, but also applies to anyone who uses a consumer credit 
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YOUR EMPLOYER AND YOUR SOCIAL MEDIA

We will be focusing on privacy issues in the social media context in chapter 

4. However, it is worth noting that cases have arisen where employers have 

required employees to share social media passwords both for social pur-

poses and also to monitor their conduct outside the workplace. Theoreti-

cally, there is no law requiring you to share your social media information 

with an employer. However, there is often pressure to do so.

In the 2009 case of Pietrylo v. Hillstone Restaurant Group, before the 

meteoric rise of Facebook, an employer fired two employees for conduct it 

learned about after accessing their MySpace accounts. The employer’s res-

taurant manager had asked another employee to provide her own user-

name and password to a shared employee MySpace group to learn more 

about what the employees were sharing online.

The fired employees brought privacy-related claims against the res-

taurant, including claims under the ECPA (discussed elsewhere in this 

chapter) for knowingly accessing private electronic communications with-

out authorization. They also sued under the intrusion into seclusion tort 

(see chapter 2 for a refresher). The tort claim failed because the court did 

not agree that the employees had a reasonable expectation of privacy in 

the online group. However, the ECPA claim was successful because the 

manager had compelled the third-party employee to provide her MySpace 

credentials to spy on her colleagues.

This case was unusual because it involved a private MySpace group. 

There is nothing generally stopping employers or prospective employers 

from investigating employees or prospective employees online, checking 

Twitter feeds and public Facebook pages. The tip for employees is to be 

savvy about what is posted online and who is given access to that 

information.
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WORKPL ACE PRIVACY ACROSS THE POND

As with most personal data privacy issues, the European and U.S. positions 

are very different. The General Data Protection Regulation (see chapter 8) 

applies to all European Union residents, including in the employment con-

text. Interestingly, privacy protections in the European Convention on 

Human Rights (ECHR) have also been extended to the workplace.

In the case of Bărbulescu v. Romania, a Romanian citizen sued his gov-

ernment in the European Court of Human Rights with respect to his privacy 

rights under the ECHR, on the basis that the case he had brought against 

his employer in his own national court system failed to adequately protect 

the privacy of personal digital communications that his employers had 

monitored. The court upheld his claim against the government for failing to 

adequately balance his privacy rights against those of his employer in the 

local court. It is unusual for a human rights treaty to be the basis of a pri-

vacy action related to workplace privacy, but this case shows that it can 

happen, at least in Europe.

report for business purposes. Anyone, including an employer, who obtains a 

credit report in violation of the law (that is, without a permissible purpose) 

can be liable for infringing it.

It is permissible for employers to use credit reports to make hiring deci-

sions, but they should not use the information for further, impermissible 

purposes, like unnecessary investigations into the private life of an employee 

or prospective employee. Of course, many employers will seek your consent 

to obtaining a credit report before they decide to hire you—and consent, 

once again, is usually a golden ticket. If you authorize an employer or pro-

spective employer to check your credit, and they act within the scope of that 

authorization, they have not infringed the Fair Credit Reporting Act.

p r i v a c y  t i p s  a n d  t r i c k s
As this chapter has illustrated, one of the biggest issues with workplace  

privacy is related to consent. Most employers or prospective employers can 
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relatively easily compel employees to consent to a variety of pretty signifi-

cant intrusions into their personal life and information. Because of this, the 

best thing for employees, or those seeking employment, to do in order to 

protect their workplace privacy is a combination of the following:

	 +	 When you are asked to give consent to a privacy policy or for the 

release of any private information (credit information, health 

information, etc.) to an employer or prospective employer, make 

sure you read and understand what you are agreeing to, and seek an 

attorney’s or union representative’s advice if you are confused.

	 +	 Make sure you follow, read, and understand post-employment 

updates to privacy policies.

	 +	 Become as familiar as you can with the types of things employers 

cannot or should not be asking for, even with consent (e.g., poly-

graph testing in the absence of a legally recognized reason for the 

testing).

	 +	 Guard social networking passwords and information carefully and, 

if you do allow employers to access your social media, be careful 

about what you post, and make sure you remove the employer’s 

access if you leave that employment or otherwise become uncom-

fortable about them having access. Remember, there is no legal 

obligation to give an employer access to your social media.

Speaking of social media, now is a good time to turn to our next chapter, on 

just that subject.
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In the last weekend of May 2020, President Donald Trump signed an execu-

tive order that purported to remove some of the legal protections against 

legal action previously enjoyed by social media companies. The president 

was particularly keen to target Twitter because of their practice of “fact 

checking” his tweets and highlighting those that they regarded as poten-

tially inciting societal violence in the wake of the killing of an African 

American man, George Floyd, at the hands of a white police officer, Derek 

Chauvin. Subsequently, in the wake of the 2020 election and his suspect 

claims of election fraud leading to the violence at the Capitol Building on 

January 6, 2021, Twitter and other social media companies banned Trump 

from posting altogether.

Both the constitutional validity and the likely practical efficacy of the initial 

executive order were dubious at best. However, the president’s fury at the per-

ceived power of the social media platform to sour the impact of his tweets, and 

his historical reliance on Twitter as a communication platform—especially in 

the lead-up to the 2020 presidential election, and after—underline the signifi-

cant place that social media have in our lives today. The fact that the president 

relied on social media platforms to coordinate his rally on January 6, the violent 

results of which ultimately led to his second impeachment trial, emphasizes 

the power of social media in both the social and political contexts.

c h a p t e r  f o u r

Our Data on Social Media

+	 Privacy in data shared on social media sites

+	 Social media terms of service and privacy rights

+	 Collection and use of personal data by social media companies

+	 Privacy risks in online dating

+	 Role of the Federal Trade Commission in protecting privacy
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It is arguable that Trump might not have been elected president in the 

first place in 2016 if not for Russian interference in that election. But before 

we get to that, the question arises: What does privacy have to do with elec-

tion hacking and general social unrest fomented on social media?

Perhaps it isn’t all that obvious at first, and these may not be the most 

obvious examples of the problems related to privacy on social media, because 

they have to do with credibility, truth, and integrity rather than intrusions 

into individual privacy. However, like many worrisome activities, the gen-

esis of the ability for election hackers to be effective, and for conspiracy the-

orists to garner real-world followers, has to do with the manipulation of 

information directed at particular sets of social media readers.

Trump’s messages, and those of his allies, are most effective when tar-

geted to his political base. After all, they are the ones who predominantly 

follow relevant Twitter feeds. Likewise with election hacking—the practice 

is effective only if the hackers know whom to target in order to galvanize 

those people to vote.

As private companies that use sophisticated data-collection algorithms 

and procedures to target specific individuals for advertisements, social 

media companies like Twitter, Facebook, and YouTube can do more than 

simply profit from targeting advertising to the most likely groups of pur-

chasers. They are also implicated in the very fabric of our democracy, as 

recent events demonstrate.

Of course, as the internet in general and social media in particular 

become more sophisticated, the ability of new people and organizations to 

gather, aggregate, and manipulate personal data for various potentially 

undesirable uses—including election hacking, organizing riots, employment 

discrimination, and targeted marketing—become more widespread and 

harder to detect and correct.

Yet the very same technology enables incredibly useful innovations like 

citizen journalism, sharing messages of hope and well-being, and keeping 

in touch with distant friends and relatives. As with everything related to 

digital technology, it is a complicated balancing act. The regulation of these 

technologies is particularly challenging, given both their important benefi-

cial social, commercial, and political uses and the importance that we, in 

the United States, place on free speech.
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w h at  i s  s o c i a l  m e d i a ?
Before explaining privacy risks on social media and how best to protect 

yourself from unwanted privacy invasions or manipulations of your personal 

data, it is necessary to think about what social media is and how it works. 

There is no technical legal definition of the term, but when we think about 

social media, we’re usually contemplating private companies like Twitter, 

Facebook, Instagram, Pinterest, and YouTube: companies that are not run by 

the government and that enable us to share digital information in various 

formats, including text, audio, video, photography, and other imagery. Most 

of these services, being private entities, make their money not from mem-

bership fees but rather from advertising.

This is where personal information comes into the equation. If your busi-

ness model depends on advertisers paying you to share their advertisements 

with your members, your ability to make money depends on your ability to 

target the information effectively to the people who are most likely to buy 

the products or services advertised. In recent years, the same thing has 

occurred with respect to targeted political messages.

This is why companies like Facebook are constantly in the news about 

their information-collecting practices. If social media companies can col-

lect nuanced information about their members, in order to know which 

members are more likely to purchase which products or vote for which can-

didates or issues, that information becomes very relevant for their bottom 

line: their ability to help advertisers, whether political or commercial or 

both, target advertisements most effectively.

Even demographic information—information that does not identify par-

ticular individuals as potentially interested in particular products and ser-

vices—can be useful and valuable. For example, if Facebook knows that its 

members in a certain age range or geographic location are interested in a 

particular kind of product or service, or likely to vote for a particular candi-

date, it can target advertisements effectively to those groups too.

ta r g e t ed  co m m er c i a l  m a r k e t i n g:  w h at ’s  t h e  b i g  d e a l?
In the early part of the new millennium, a lot of consumers were concerned 

about the increased sophistication of targeted marketing that digital tech-

nology enabled. More and more bulk unsolicited commercial emails (or 
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spam emails) became the norm, and people’s inboxes were flooded with 

junk mail—still a problem today, as noted in chapter 2. These emails are 

annoying, just like bundles of unwanted paper catalogues in your mailbox or 

robocalls—automated and unsolicited telephone calls promoting a product, 

service, or cause (also discussed in chapter 2).

On one hand, such advertisements may simply be an annoyance. On the 

other hand, our peace and quiet may be disturbed or shattered. It’s not just 

the constant intrusions into our inboxes, social media accounts, and phone 

lines that are problematic. The content of the messages has also become 

increasingly worrisome over time. Unsolicited advertisements that are 

truthful commercial speech are probably no more than annoying, although 

the volume can become overwhelming. However, the same technology that 

enables this widespread advertising also enables other kinds of solicitations 

that may be more harmful.

With the early days of email came the notorious “Nigerian email scams,” 

created by people, purporting to be in Nigeria, who were fishing for details of 

bank accounts and credit information fraudulently, usually on the basis of a 

fictional business deal or the need to help a fictional person in another coun-

try. These scams continue today, often with greater sophistication. Many of 

us are aware, and suspicious, of unsolicited contacts, but a surprising num-

ber of otherwise tech-savvy people can get caught out by the scammers.1 

Members of more vulnerable groups, including the elderly and others who 

are not particularly tech-savvy, are often particular targets of modern-day 

scammers. The best way to avoid getting caught up in a scam is to be cynical 

and not to answer calls from unfamiliar numbers or emails from strangers.

More and more, bad actors are able to impersonate or “spoof” a person or 

business you actually know or deal with and pretend to be legitimately ask-

ing you for financial information like bank account details. Many of us have 

seen fake emails purporting to be from, say, Netflix or Hulu, saying there’s a 

problem with our account and if we don’t click on the screen and insert our 

bank account or credit card details, our service will be canceled (or has been 

canceled, pending our doing so). These scams were initially easy to spot, but 

increasingly—through concealing the phone number or return email 

address—they are harder to identify. The bottom line is that if you are not 

sure about an email or phone call, it is best not to respond to it and, instead, 
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to contact the company directly through official channels to check if the 

message is real. It is always safest to go to the company’s website directly 

from the browser rather than clicking a link or opening an attachment in an 

email. Attachments in fraudulent emails are often riddled with malware, 

which can allow a hacker to take control of your computer, steal your infor-

mation, and/or render the device useless.

As with employment discrimination (see chapter 3), there are laws that 

deal with particular harms caused as a result of these scams. For example, the 

federal Identity Theft and Assumption Deterrence Act of 1998 provides some 

recourse against people who steal personal information to engage in credit card 

fraud, tax fraud, healthcare fraud, and so on. However, it can be notoriously 

difficult to locate the culprits in order to bring a legal action. Attempting to 

identify who sent fraudulent emails is called cyber attribution. Much identity 

theft law is really just criminal law adapted for advances in technology, which 

means that the government takes action on your behalf and then you can apply 

for “victim restitution” to seek compensation to help redress the damage.2

o n l i n e  f r a u d :  t h e r e  o u g h t  t o  b e  a  l a w !
You may have very valid concerns about spam, emails, robocalls, or fraudu-

lent advertisements and solicitations on social media. However, there are no 

robust legal regulations against these activities. The problem with passing 

such regulation is that it is restricted by the First Amendment, so any law 

that regulates speech, even speech that may be fraudulent, must pass a high 

degree of constitutional scrutiny. This means that it is relatively easy for 

scammers to challenge online fraud laws on constitutional grounds.

There are federal and state laws that attempt to regulate things like spam 

emails and robocalls in particular and that prohibit misleading, deceptive, 

and fraudulent content in commercial activities, but these laws are limited 

in their scope because of First Amendment concerns. Additionally, it is very 

difficult for private individuals to bring meaningful legal action against 

companies and people who engage in fraudulent and deceptive conduct 

online, because of the cost of such action (not to mention the difficulties of 

identifying and locating the people engaging in the problematic conduct).

Spam email and robocalls implicate personal privacy when they are tar-

geted at the most vulnerable people. For example, a phone or email scammer 



67	 Our Data on Social Media

may identify a vulnerable person’s email address or phone number and use it 

to take advantage. Some of this personal identifying information may be 

found online. Often, it is available from services we sign up for online. If you 

sign up for an app or other online service, and you provide your phone number 

or email as part of the sign-up requirements, that information becomes more 

vulnerable to theft via hacking of that service provider’s storage systems. 

Additionally, some companies you sign up with will sell your information to 

third parties, enabling further dissemination of your personal information—

allowing bona fide advertisers to target you, as well as scammers.

s o c i a l  m e d i a  t e r m s  o f  s e r v i c e  a n d  p r i v a c y  p o l i c i e s
One reason we have little legal protection with respect to our personal data on 

social media, besides the lack of effective and comprehensive privacy- 

protecting laws, is that, as private entities, social media companies are free to 

impose their own terms of service (or TOS) on their members. These are the 

contracts you enter with the social media platform when you set up your 

account. Most of these contracts include detailed privacy policies, either 

within the TOS or referred to in the TOS and presented on a separate webpage. 

EVEN FACEBOOK GETS HACKED

Even companies that deal with tremendous volumes of our personal infor-

mation can get hacked. Amid general concerns about its privacy practices 

that have historically dogged it in the marketplace, Facebook admitted in 

2018 that an attack on its computer network had exposed the personal 

information of around fifty million users. The hackers exploited a security 

weakness in Facebook’s system, allowing them not only to harvest cus-

tomer data but also to impersonate customer accounts and, by posing as 

those customers, trick other users into sharing personal information. Iron-

ically, some of the weak points in Facebook’s security were the result of 

updates intended to enhance consumer privacy. The lesson is to never 

assume that your information is secure, once you have shared it with an 

online service provider.
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These policies have become more detailed as concerns about digital privacy 

have increased in recent decades, and they often talk about things like respect 

for members’ and third parties’ personal information and the need to obtain 

consent to post private information about other people.

For example, at the time of this writing, Facebook’s “Community Stan-

dards,” which are incorporated into its TOS, state:

Privacy and the protection of personal information are fundamentally 

important values for Facebook. We work hard to keep your account secure 

and safeguard your personal information in order to protect you from poten-

tial physical or financial harm. You should not post personal or confidential 

information about others without first getting their consent. We also provide 

people ways to report imagery that they believe to be in violation of their 

privacy rights.3

This clause says that it protects members’ privacy and personal information 

and also requires members to obtain consent before posting confidential or 

personal information about other people who may or may not also be Face-

book members. There are also provisions in the Community Standards about 

not posting in a way that would bully or harass others.4

These kinds of terms are not unusual in social networking contracts, and 

they are generally legally enforceable, which is the good news. The bad news is 

that, in order to enforce them, a person actually needs to know that their pri-

vacy was infringed, how it was infringed, and what the policy says. Even if you 

are a member of the network, you likely have not bothered to read or under-

stand the terms, and if you are not a member, but your private information is 

misused (without consent) by a member, you may never even know about it.

Assuming that you do know about the terms of service and that your pri-

vacy or reputation has been damaged, you will also need to have the 

resources to threaten, or bring, a legal action against the social network for 

breach of its TOS. If you are a member of the network, you can sue, or 

threaten to sue, for breach of contract—that is, breach of the TOS. If you are 

not a member, you will have to convince the social network provider to take 

action against the member who misused your information. Alternatively, 

you could try to sue that person under a privacy tort if you could find one 

that applied to your situation. See chapter 2 for a refresher on privacy  

tort law.
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FACIAL RECOGNITION TECHNOLOGY AND SOCIAL NET WORKS

In February 2021, Facebook agreed to pay $650 million to settle a class 

action lawsuit regarding the company’s facial recognition technology. The 

plaintiffs in the case claimed that Facebook had violated the Illinois Bio-

metric Information Privacy Act (BIPA) by using technology that enabled 

them to identify and “tag” members’ faces in photographs, allowing Face-

book to suggest connections between users and to more effectively target 

advertisements to them on the basis of what their friends did or liked.

Illinois enacted BIPA in 2008 to regulate the collection, use, safeguard-

ing, and storage of biometric information. Given the unique nature of bio-

metric data and fundamental privacy concerns, including markers that are 

unique to particular individuals, specific protections were thought to be 

necessary for biometric information. BIPA regulates how private entities, 

including social media companies, can collect, retain, disclose, and destroy 

biometric information (e.g., facial images and thumbprints). The law also 

sets out procedures for obtaining consent before collecting biometric 

information in many situations.

Facebook allegedly violated BIPA by collecting, using, and storing bio-

metric identifiers without obtaining a written release and without estab-

lishing a compliant retention schedule when it launched a feature called Tag 

Suggestions in 2010. With Tag Suggestions enabled, Facebook could use its 

facial-recognition technology to detect the identities of a user’s friends in 

his or her uploaded photos. When a photo is uploaded, the technology 

scans the photo and extracts geometric data points. The technology then 

compares the face to others in Facebook’s database.  If there is a match, 

Facebook suggests tagging the person in the photo for the reasons noted 

above. Although the case was ultimately settled privately, a judicial award 

could have been in the billions, since the law mandates a $5,000 fine per 

privacy violation.
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Some social networks also provide in-house means of dealing with  

privacy-related complaints. The excerpt from Facebook’s Community Stan-

dards quoted above notes that Facebook provides people “ways to report 

imagery that they believe to be in violation of their privacy rights.” This 

sounds good in theory, but the Standards are very vague about the ways you 

can report the problem and what Facebook will actually do about a  

complaint. A large concern about in-house regulation of these kinds of com-

plaints is that the complaint mechanisms are often not particularly trans-

parent, and it is very difficult for anyone to know how effective they are in 

practice.

o n l i n e  n e t w o r k s  s h a r i n g  y o u r  i n f o r m at i o n
The terms of service of most online entities typically allow them to share at 

least some of your personal information with third-party advertisers and 

with others. After all, this is a common business model. If the service does 

not charge its users fees, then it must rely on money from advertisers. These 

services most effectively profit by providing information to advertisers, and 

other third parties, that maximizes the effectiveness of ads and other kinds 

of outreach to users. The more sophisticated the information provided about 

the users, the more advertisers and others will pay for that information. For 

example, Nike will pay more money to advertise on a social network that 

targets its ads to the users most likely to buy its products: those interested in 

physical fitness.

Most of the time, social networks and other online businesses use their 

TOS to ensure that you provide consent to certain uses of your personal 

information, including sale of that information to third parties (see chapter 

7 for more information about how this works in practice). If you want to 

know what your contract with any of those services allows the service pro-

vider to do with your information, you (unfortunately) need to read its TOS. 

And remember that many of these companies will reserve the right to 

change the terms unilaterally without your consent, and sometimes without 

even giving you notice.

Be aware that in the privacy regulation world, notice and consent are 

two different things. Notice just means that the company must tell you that 

they have taken some action or changed some contract terms. Consent refers 
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to situations where you must affirmatively agree to an action or change in 

contract terms. Remember the example in chapter 3 about the workplace 

privacy policy that could be changed unilaterally with notice except where 

an applicable law additionally required consent.

Some companies avoid the need to obtain consent by creating business 

models whereby they can profit from your personal information without 

technically sharing it with any other company. Facebook is an example 

of this business model. Its TOS state clearly that it does not sell members’ 

information to third-party advertisers. Instead, Facebook gathers data on 

members and uses the data to target advertisements on behalf of the advertis-

ers. Facebook is the one doing the actual targeted advertising on behalf 

of other companies, without technically sharing the information with  

those companies. Facebook’s TOS, at the time of this writing, prominently 

state:

We don’t charge you to use Facebook or the other products and services cov-

ered by these Terms. Instead, businesses and organizations pay us to show 

you ads for their products and services. By using our Products, you agree that 

we can show you ads that we think will be relevant to you and your interests. 

We use your personal data to help determine which ads to show you.

  We don’t sell your personal data to advertisers, and we don’t share information 

that directly identifies you (such as your name, email address or other contact infor-

mation) with advertisers unless you give us specific permission [emphasis added]. 

Instead, advertisers can tell us things like the kind of audience they want to 

see their ads, and we show those ads to people who may be interested. We 

provide advertisers with reports about the performance of their ads that help 

them understand how people are interacting with their content.5

The fact that Facebook does not actually sell your information to other 

companies does not mean that those companies cannot reconstruct much of 

the information themselves, based on who expresses interest in their prod-

ucts or services as a result of Facebook advertising. If Facebook places a par-

ticular company’s click-through advertisement (an ad you click on to find 

out more about the advertised products or services) on your Facebook page, 

and you click-through the ad and make a purchase from the company—

sharing, say, your postal address for shipping—that company can construct 

its own database of Facebook members interested in its services. Facebook 



72	 Our Data on Social Media

ELECTION INTERFERENCE—THE CAMBRIDGE ANALY TICA SCANDAL

Cambridge Analytica is a political data-analysis firm that provides con-

sumer data profiles to its clients so that they can create targeted advertis-

ing based on psychographic factors, which are factors that drive consumer 

behavior. In 2013, Cambridge Analytica gathered the data of more than 

eighty-seven million Facebook users through use of a third-party app 

called “thisisyourdigitallife,” which asked users to complete a survey that 

was meant to be for academic use. The 270,000 people who downloaded 

the app not only turned over their own personal data, but that of their 

friends, without their knowledge or consent. President Trump and Ted Cruz 

used this data for targeted advertising during their 2016 presidential cam-

paigns and it was also used for the Brexit “Leave” campaign.

Facebook offers a variety of privacy settings so that users can custom-

ize what information others can see about them. These privacy settings 

were subverted for users who were friends of someone who took the “thi-

sisyourdigitallife” survey. Facebook employees were suspicious of Cam-

bridge Analytica’s practices as early as September 2015, but the company 

did not take action until March 2018. Facebook admitted to the mishan-

dling of data in congressional testimony and was fined a record $5 billion by 

the Federal Trade Commission, the largest privacy-related fine ever 

imposed at that time. The fine was related to an earlier settlement for 

charges that the company had violated a 2012 FTC order about consumer 

privacy. This chapter includes a look at the FTC’s role in relation to con-

sumer privacy.

has not technically sold your information to them, but they end up with the 

information anyway.

e n f o r c i n g  o n l i n e  t e r m s  o f  s e r v i c e :  
l i m i t s  o f  c o n t r a c t  a n d  t o r t  l a w
Even when a company breaches its terms of service by failing to live up to the 

representations it makes about privacy, the law often does not provide much 
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in the way of recourse for people concerned about misuse of their personal 

data. Apart from the difficulties in finding out that the information has been 

misused, and how, it can be prohibitively expensive to sue, or even to hire a 

lawyer to threaten to sue, a large company with its own team of lawyers.

Class actions are a possibility here. Sometimes. Those are situations 

where a group of people with the same complaint against a company join 

forces to sue. The problem with online companies’ TOS, as we saw in chapter 

2, is that they often contain provisions not only preventing class actions, but 

also requiring disputes to be arbitrated rather than litigated. Arbitration is a 

private, behind-closed-doors, way of resolving a legal dispute, and, because 

it is private, the arbitrators must be paid—which can, in certain situations, 

make this option more expensive than litigation. Additionally, as explained 

in chapter 2, the TOS usually state where arbitration or litigation may take 

place—usually in a city and/or state that is convenient to the company and 

not necessarily to its customers.

Even if you get past these hurdles and manage to get yourself into court 

with your privacy-related complaint, a significant bar to success is that it is 

almost impossible to prove, to the satisfaction of a court, that you have suf-

fered any concrete damages in most situations (for a refresher on why that is, 

look back at chapter 2). In contract law, where you are suing on the contrac-

tual terms of service, the usual amount of legal damages is based on the dif-

ference between what you contracted for and what you actually received 

under the contract. If your private data is misused, say, by being shared with 

an advertiser or other third party, what is your contractual loss? It cannot be 

the value of the information to the advertiser, because that has nothing to do 

with the value you are receiving under your original contract with the online 

social network.

For example, if I join the hypothetical social network FriendLink and 

agree to standard TOS that say it won’t share my personal data with third-

party advertisers, what happens if it sells my information to Ads-R-Us for a 

profit? If I manage to sue FriendLink under contract law for breaching its 

TOS, a court will look at the difference between what I contracted for and 

what I received from FriendLink. I received everything I contracted for. 

FriendLink just made a tidy profit from my personal data. I didn’t lose any-

thing under the contract in a monetary sense. I may have lost control over 
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my data, but it’s not the kind of damage that contract law typically  

compensates—and this is where more tort law comes in. You may want to 

jump back to chapter 2 for a reminder on the limitations of tort law in a situ-

ation like this.

The only privacy tort likely to come close to dealing with this kind of 

situation is the misappropriation tort: the one about unauthorized commer-

cial uses of another person’s name or likeness. While selling your informa-

tion is a commercial activity involving your personal data, it tends not to be 

the kind of unauthorized commercial use this tort deals with. The misappro-

priation tort is really about presenting your name or likeness publicly in a 

way that suggests you endorsed a particular product or service. It is not 

about private sales of your personal information. It is possible, in the future, 

that courts may interpret the tort more broadly, but that has not happened 

so far.

e n f o r c i n g  o n l i n e  t e r m s  o f  s e r v i c e :  
t h e  r o l e  o f  t h e  f t c
One avenue of legal recourse for those concerned that social media, and 

other online companies, are infringing their terms of service with respect to 

privacy, is the role increasingly played by the Federal Trade Commission 

(FTC) in this area. As explained in chapter 1, the United States, unlike many 

other countries, does not have a central federal government department that 

monitors privacy concerns. This role is shared among different government 

entities in different sectors of the economy. We will take a closer look at the 

health privacy regulators in chapter 9, and banking and financial privacy 

regulators in chapter 10. These different sectors are regulated under different 

laws, and so the government departments that oversee those sectors tend to 

be the ones charged with monitoring and enforcement of those laws as they 

relate to privacy.

In the absence of a general privacy regulation, the FTC has stepped up to 

monitor the way companies comply with their own privacy policies under 

its powers to regulate misleading and deceptive commercial practices. Sec-

tion 5(a) of the Federal Trade Commission Act, the statute that establishes 

the FTC, prohibits “unfair methods of competition in or affecting com-

merce, and unfair or deceptive acts or practices in or affecting commerce” 
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within the United States. The FTC is granted the power to regulate these 

unfair or deceptive practices.

In recent years, the FTC, increasingly concerned about the impact of 

misuse of personal data by American companies, has focused on investigat-

ing, and engaging in settlement actions, against companies that infringe 

their own terms of service, especially those related to consumer privacy. The 

FTC has taken the position that a company’s failing to adhere to its own 

stated privacy policy is an unfair or deceptive commercial act. When the FTC 

takes action against a company, it does so in its own name, as a government 

agency, so that the people whose data has been misused are not out of pocket 

and are not parties themselves to any legal proceedings.

FTC action has its upsides and its downsides. It is obviously useful for the 

American consumer public to have a government authority looking to  

protect their privacy. However, there is no obligation for the FTC to act on 

any particular complaint. The FTC is limited by its own budget and enforce-

ment priorities and cannot act on every single concern. The fact that you 

complain to the FTC about a misuse of your personal information by a com-

pany that has apparently infringed its own privacy policies is no guarantee 

of government action.

On the upside, the FTC does not have to prove any particular financial 

loss or damage on behalf of any affected consumers. It can impose fines, 

which may be distributed to affected consumers, but it does not have  

to establish that consumers suffered specific monetary damage. FTC  

settlements can also require companies to engage in remedial action—for 

example, requiring them to undergo regular privacy audits conducted by 

third-party experts for specified periods, and/or to change their privacy 

practices to avoid the behavior the FTC was concerned about.

In the historic 2019 YouTube/Google settlement with the FTC, which 

related to infringements of the Children’s Online Privacy Protection Act 

(COPPA—see chapter 5), not only did YouTube and Google have to pay a $170 

million fine, it was also required to develop, implement, and maintain a sys-

tem to help YouTube channel owners clearly identify child-directed content 

aimed at children under thirteen to ensure that YouTube complied with 

COPPA. YouTube was also required to institute a system to notify channel 

owners that child-directed content is subject to COPPA, and to provide 
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annual training about COPPA compliance for all employees who dealt with 

YouTube channel owners.6

In many cases, these additional requirements in FTC settlements are 

likely to have a much greater long-term impact in protecting individual pri-

vacy than even hefty fines, which, for some large social media and other 

online companies—like Google, Facebook, and YouTube—may only be a drop 

in the bucket.

f i n d i n g  l o v e  o n l i n e :  t h e  p r i v a c y  r i s k s
While most of this chapter has focused on general social media networks like 

Facebook, YouTube, and Twitter, there are also plenty of networks devoted to 

finding love online. Dating apps and services may, in fact, know more about 

users than any other social media application. For example, the dating website 

eHarmony previously required users to fill out 149 questions in order to create 

a profile. Although eHarmony no longer requires the questionnaire, it and 

other dating services still collect a vast amount of personal information about 

their users, all the better to find their perfect match based on sophisticated 

matchmaking algorithms. These networks collect everything from a user’s 

name and occupation to private photos and sexual preferences. The informa-

tion is often made available to both advertisers and spurned ex-partners.

In addition to the information you provide the dating service directly, if 

you use the app on your smartphone, it may well be collecting data from the 

phone, including access to contacts, locations, photos, and wireless network 

connections. Some of these apps even track how you behave on the service, 

including whom you swipe left or right on, how long you spend looking 

through a profile, and the types of people that attract you. When you stop 

using the app, it may update your profile to indicate that you are likely in a 

relationship.

All this data can be used for targeted advertising. Dating networks are 

typically not solely reliant on advertising revenue, because they also tend to 

charge money for membership. Most will initially offer some level of free 

access to allow you to try out the service and will later offer a subscription 

including additional features.

In 2019, Facebook entered the online dating game with its Facebook Dat-

ing services, which are free for its members. While it does not share the dat-
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ing information with a user’s general account, it does track location data, 

which can be used for targeted advertising.

t h e  d o w n s i d e  o f  d at i n g  d ata
Outside of concerns about targeted advertising on dating services, it is 

important to recognize that the companies you share your dating prefer-

ences and histories with will tend to retain all this data even after you are 

finished with the service. Match Group, a company that owns many popular 

dating apps—including Match, Tinder, Plenty of Fish, and OkCupid—

reserves the right to share your data between apps. Although Match Group 

claims it does not sell personal user data, there remains the possibility that 

one of the companies could be sold, leaving user data at risk to also be sold 

or at least be subject to different privacy policies.

This is actually a risk for any company that gathers large amounts of per-

sonal data from consumers, an issue we will take up in more detail in chap-

ter 7. When a company is sold, particularly if the sale is in bankruptcy, its 

customer database may be one of its most valuable assets. The FTC has been 

involved in privacy settlements involving sales of customer databases in the 

bankruptcy context, in an attempt to protect the privacy of the customer 

information.7

Like Facebook and other social media services, online dating services 

have also faced their fair share of data breaches and, considering how much 

sensitive personal information they may have stored, these breaches can be 

of particular concern to those seeking love online.8

r e a l- l i f e  r e l at i o n s h i p s  g o n e  b a d :  r e v e n g e  p o r n
Whether you find love online or in real life, a very real problem that has 

arisen in the digital age is revenge porn—when an angry ex-lover shares 

explicit material online without your consent. This material is often in the 

form of digital imagery like pictures and video. The practical problem here—

other than the initial recording of the material, which may or may not be 

consensual—is the speed and volume of dissemination online. It is virtually 

impossible to stem the tide of information gone viral.

A rural wife and mother, Ruth King, was the victim of such an attack—

which she described as the “gift that keeps on giving” precisely because, 
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REAL-WORLD RISKS OF ONLINE DATING

One of the particular concerns that arise about sharing too much personal 

data online through dating apps (or other social networks) is the damage 

ill-wishers might do to you in the real world by accessing your identifying 

information online. We talked briefly about doxing attacks in chapter 2: the 

ability to aggregate personal data about an individual from different places 

and publish it online in a way that might harm the person by holding them 

up to scorn or ridicule—or worse. Unfortunately, the ability to use social 

media information to locate people in the physical world can lead to stalk-

ing and harassment both online and in physical space. Sometimes the line 

between the two is difficult to see. Cyberstalking may result in a person 

experiencing emotional trauma in the real world, even if no physical harm 

ensues. We will address some specific examples of these problems in 

chapter 5. It is important to note at the outset, though, that these harms 

are very difficult to address in practice.

There are state laws about cyberstalking and cyberharassment, but 

many may be unconstitutional on First Amendment grounds. There are 

federal criminal laws that prohibit using telecommunication services to 

harass victims, but the enforcement of these laws relies on prosecutors 

having the resources and the inclination to bring an action in a particular 

case. The bottom line is that an ounce of prevention can be worth a pound 

of cure online, so it is often better to reveal less about yourself, even if you 

are desperate and dateless, than to give away information that may be 

used to harm you.

once the harmful material is out there, it is pretty much impossible to con-

trol.9 An ex-partner had posted explicit videos of her online and, by the time 

she found out about it, the videos had been shared between all her colleagues 

at work, including her father, who also worked with her. Not only was it 

impossible—practically, technologically, and legally—to delete all the 

images from the websites where they were shared, but other people “piled 

on” by inserting nasty comments about what they would do to her if they 
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ever met her. The continual onslaught of comments from strangers and 

friends, both online and in real life, led King to contemplate suicide.10

This situation occurred in the United Kingdom, but we face much the 

same issue in the United States, arguably on a broader scale because of our 

comparative lack of privacy protective regulations compared with those in 

the United Kingdom and the European Union. See chapter 8 for a more 

detailed comparison of the laws. One of the problems we face in the United 

States that is reflected in other countries is the lack of reliable data on the 

scope and scale of these kinds of online attacks, because many victims fear 

reporting them.11 While there is no federal law in the United States prevent-

ing revenge porn, a number of states have experimented with such laws in 

recent years.12 Their effectiveness in practice has yet to be seen.

p r i v a c y  t i p s  a n d  t r i c k s
Because our use of social media and the information that we share about 

ourselves and others can then be disseminated more broadly outside the 

networks we use, this is an area where an abundance of caution is impor-

tant. Many people think the risks of engaging in social media are not worth 

the benefits and decide not to participate at all. If you do participate in social 

media, here are some tips and tricks worth considering:

	 +	 Even if you carefully read the terms of service and/or privacy 

policies of social media companies, do not assume that those 

companies are adhering to their policies. (Even if the company 

adheres to its policies, it may suffer a data breach—we will discuss 

the risks of those in chapter 7.)

	 +	 Do not believe everything you read on social media, especially as it 

relates to current affairs and politics. Even if a social media com-

pany states that it is fact checking content, there is no guarantee 

they are doing so effectively or comprehensively.

	 +	 Change your social media passwords regularly and follow the 

instructions the services provide about how to make your pass-

words more robust.

	 +	 If possible, use multifactor authentication. This means that when 

you log in, you have to confirm that you are who you say you are 



80	 Our Data on Social Media

with the use of an email address, phone number, or other informa-

tion outside the service you’re logging on to. Facebook offers a 

two-factor authentication service, but you must opt in to enable it.13

	 +	 Review your privacy settings on social media platforms and be wary 

of providing information via surveys and other forms and question-

naires presented online.

	 +	 Do not assume that you are only sharing your information with 

selected friends and family, no matter how you have set your 

privacy preferences. The social media companies themselves can 

access that information—and hackers can, too. Think carefully 

about what you post about yourself and others before you share 

information online.
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In May 2020, a coalition of twenty children’s and consumer advocacy groups 

lodged a complaint with the Federal Trade Commission (FTC) against popu-

lar video-sharing app TikTok, a company that later faced media attention 

over concerns about the Chinese government using it to spy on American 

citizens. The May 2020 complaint stated that TikTok had not complied with 

an earlier FTC order in relation to children’s privacy, notably that TikTok had 

failed to adequately protect children’s personal information and had enabled 

children to set up accounts as adults, all in contravention of provisions of the 

Children’s Online Privacy Protection Act (COPPA).

The COVID-19 pandemic had already significantly increased the amount 

of time children were spending online before the complaint was lodged. 

Concerns about protection of children’s information were rife. However, 

even before the pandemic, the FTC had been very active in protecting chil-

dren’s privacy. In 2019 alone, the FTC imposed record fines against TikTok, 

YouTube/Google, and Facebook for failing to comply with COPPA.

In this chapter, we will talk more about COPPA and other laws aimed at 

protecting children’s privacy, and the significant difficulties in both creat-

ing and enforcing children’s privacy laws in the face of First Amendment 

concerns and tech companies ignoring the laws. Children’s privacy also 

c h a p t e r  f i v e

Our Children’s Data

+	 Children’s Online Privacy Protection Act

+	 Role of the Federal Trade Commission in protecting children’s 

privacy
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raises social and political issues about whose job it is to protect children 

online. In the early years of the personal computing revolution and the 

nascent internet, Congress was pressured to act, but many of its initiatives 

were criticized for being unconstitutional restraints on speech and/or for 

interfering in decisions that parents should be expected to make about what 

children can and cannot do online. These challenges were exacerbated by 

the increasing amount of time children were spending online and the lim-

ited ability of parents and caregivers to monitor their children’s activities.

We will take a brief look at the pressure initially brought to bear on Con-

gress to create laws addressing children’s privacy—a little jaunt back to the 

mid-1990s—and what became of many of those laws when challenged on 

constitutional grounds. We will then turn to COPPA and the practical limi-

tations inherent in relying on that law to protect children’s privacy, given its 

limited scope and the difficulties in enforcing it. We will also touch on the 

risks and harms that children and young adults face as a result of undesirable 

online conduct such as cyberbullying, and the lack of effective legal protec-

tions for addressing those harms.

p r o t e c t i n g  c h i l d r e n  o n l i n e :  t h e  d a w n  
o f  t h e  i n t e r n e t  a g e
In the early days of the internet, much ink was spilled over how to keep chil-

dren safe from harmful material, with an emphasis on obscene and porno-

graphic content. Concerns were also raised about children’s privacy, and 

also eventually about cyberbullying and other harmful conduct.

From the mid-1990s to the beginning of the new millennium, Congress 

enacted various laws to protect children from harmful online conduct. Many 

of these laws—such as the Child Online Protection Act (COPA; not to be con-

fused with COPPA), the Child Pornography Prevention Act, and broad sec-

tions of the Communications Decency Act—were struck down by the 

Supreme Court as being unconstitutional on First Amendment (free speech) 

grounds. Congress could not find a way to ensure that adults could access 

protected speech while still preventing minors from coming into contact 

with, say, pornographic material.

The Supreme Court considered the state of filtering technology available in 

the 1990s, which was not very sophisticated. Parents and online services were 
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encouraged to investigate and implement filtering technologies to the extent 

possible. In fact, section 230 of the Communications Decency Act (CDA), the 

section that the Trump administration complained about in 2020, was origi-

nally enacted to protect “good Samaritan” blocking of potentially harmful 

online content. Prior to the enactment of that law, a company that held itself 

out as blocking harmful content, but failed to do so effectively, could be sued 

for failing to live up to its promises. Section 230 enabled companies to do their 

best to filter content without being penalized if their filtering was imperfect.

In 2000, Congress enacted the Children’s Internet Protection Act in the 

wake of the failure of earlier laws to protect children’s privacy. The Supreme 

Court held that, unlike some of the earlier laws, this one was constitution-

ally valid. It differed from the previous laws in that it simply tied govern-

ment funding for libraries to a condition that those libraries must employ 

filtering technologies and procedures to protect children from harmful 

material. Instead of banning harmful online content outright, like earlier 

failed laws, it simply required libraries that took advantage of a widespread 

government funding program to put filtering mechanisms in place. A num-

ber of states also enacted their own laws requiring libraries, particularly 

public libraries and those at educational institutions, to filter material acces-

sible to children. Many of these state laws were challenged on constitutional 

grounds, but some remain in force today.

Outside of the law, many libraries, especially those that cater to chil-

dren, have taken their own initiatives to put filters and other measures in 

place to protect children from harmful or inappropriate material, much as 

they do in their decisions to acquire certain books or other services for their 

collections. We will look at the decisions of schools and libraries to protect 

children from harmful material in a little more detail in chapter 6.

Despite Congress and the Supreme Court going back and forth about the 

constitutionality of many early laws aimed at protecting children online, 

COPPA was passed and remains in force today. It is currently the main fed-

eral child-protective law in this area. By the 1990s, lawmakers were already 

aware of the ability of private companies to collect spending profiles and 

other personal information for targeted marketing and other purposes. Go 

back to some of the earlier chapters (notably the introduction and chapters 1 

and 4) for a reminder of these concerns.
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CYBERBULLYING

While laws that limit the collection and use of information about young 

people are a useful step in preventing online harm, legal regulations 

focused on data collection and use are not a panacea. A big concern once 

digital technology had become more widespread, around the dawn of the 

new millennium, involved use and dissemination of personal/private infor-

mation to bully and harass others.

In the early decades of the twenty-first century we saw a tremendous 

upsurge in cyberbullying and harassment, often with horrific results. The 

suicide of teenager Megan Meier in 2006 as a result of a MySpace cyber-

bullying campaign was an example that garnered significant media atten-

tion, as was the 2010 suicide of Rutgers University student Tyler Clementi, 

who was outed when his roommate recorded and shared video of Clementi 

kissing another man.

One problem for legally redressing these harms is the lack of effective, 

and constitutionally valid, laws aimed directly at cyberbullying and harass-

ment, despite repeated calls for such laws. While the people involved in the 

bullying/harassment in both the Meier and Clementi cases were prose-

cuted under existing criminal laws, those laws were largely either federal 

laws about unauthorized uses of computer systems (in the Meier case) and 

state laws about invasion of privacy (in the Clementi case).

Prosecutors resort to these laws because the United States has no 

comprehensive federal laws on cyberbullying or cyberharassment, largely 

for the reasons described at the beginning of this chapter: such laws would 

likely be characterized as unconstitutional government restrictions on free 

speech under the First Amendment. At the time of this writing, a proposal 

is before Congress to tie cyberbullying legislation to government funding, 

like the approach taken in the Children’s Internet Protection Act (discussed 

in this chapter). This approach is more likely to be perceived as constitu-

tionally valid.
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As more and more children became active online, many people, and 

ultimately Congress, became concerned about what all of this would mean 

for the aggregation and use of children’s personal information for targeted 

marketing and other activities. Not only could data aggregation and use of 

information about children be helpful in health and educational settings, 

but they also had the potential to lead to serious harms—for example, cyber-

bullying and child pornography. There are laws about stalking and bullying, 

and the horrible specter of pedophilia and other crimes involving children, 

at both the state and federal levels. However, one of the easiest ways to 

address these problems is to significantly limit the amount of information 

that bad actors can obtain about children in the first place.

c h i l d r e n ’s  o n l i n e  p r i v a c y  p r o t e c t i o n  a c t
Unlike the failed laws targeted at restricting speech—such as the Child 

Online Protection Act and the Child Pornography Prevention Act—COPPA 

requires companies to put procedures in place to keep children’s data secure 

and to keep parents and guardians informed of what information is being 

gathered about children and the purposes for which it may be used. The law 

came into operation in 2000 and required the FTC to create regulations for 

online companies to follow in order to protect children’s privacy. These reg-

ulations are known as the “COPPA Rule.” The FTC itself oversees compliance 

with the rule, which applies to information about children under thirteen 

years old.

The FTC’s website includes FAQs and additional information, including 

periodic press releases about the COPPA Rule and any updates made to it, 

along with other issues impacting children’s privacy. As noted in previous 

chapters, in the absence of a general government department focused on 

data privacy, the FTC has taken on much of this burden.

The FTC website also summarizes the main goals of COPPA, which were 

initially, and largely still are, to put parents and guardians in greater control 

of information collected about their children online. Any companies (inter-

net services, apps, social media, etc.) that direct services to children under 

the age of thirteen and collect, use, or disclose personal information about 

those children have to comply with strict notice and verifiable consent 

practices.
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Several problems with this approach became immediately obvious  

and continue to hamper the effectiveness of the law. One challenge is that 

even with notice and consent procedures in place, many parents and guard-

ians simply agree to whatever privacy terms are presented by an online ser-

vice without reading them. We have already noted in earlier chapters that it 

is physically impossible for an individual to read all the online terms of ser-

vice presented to them in the course of their, and their children’s, lives.

Additionally, many online service providers—to avoid the risk of acci-

dentally infringing the law and/or the expense of putting all the requisite 

notice-and-consent procedures in place—simply phrase their terms of ser-

vice to prohibit anyone younger than thirteen from using their services. By 

requiring anyone signing up for a service to state that they are thirteen or 

older, most of these companies—including Facebook—have been able to 

sidestep the operation of the law altogether. If someone lied and said they 

were older than twelve when signing up, the company could say it did the 

best it could to avoid targeting its services to children. After all, we currently 

have no foolproof methods to verify the age of someone interacting with 

others online.

Besides the concern over children lying about their age, parents and 

guardians are often themselves complicit in setting up accounts for chil-

dren, effectively flouting the age limits imposed by the terms of service.1 If a 

child wants to be online with all their friends, how many parents will pre-

vent them from signing up?

Another major problem with COPPA’s effectiveness has been resistance 

to the idea that Congress should be the arbiter of children’s online privacy. 

Many people feel that parents can take care of their children’s privacy with-

out laws in place, and arguably more effectively than Congress can. Even 

people who think a legal approach is useful may find COPPA too unwieldy to 

understand or worry about.

A lot of people simply misunderstand the focus and limits of COPPA. The 

law is actually much more limited in operation than many believe. It simply 

gives parents and guardians additional control and information about online 

service providers’ practices in relation to collection, use, or disclosure of 

information about children. It does nothing to stop children from accessing 

specific websites, viewing any particular type of information online, or 
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becoming victims of harmful conduct. It only gives parents additional infor-

mation about, and the ability to consent (or not) to, particular uses of their 

children’s data.

Under COPPA, personal information includes name, address, and online 

contact information; screen name, username, or other online identifier; 

telephone number; social security number; photo, video, or audio files con-

taining the child’s image and/or voice; geolocation information; or other 

information about the child or parents that a company collects and may 

combine with other identifying information.

The FTC’s COPPA Rule requires companies that host content targeted at 

children to

	 +	 prominently post a clear and comprehensive privacy policy on their 

websites describing how they deal with personal information 

collected from children;

	 +	 provide notice to parents that information about children is being 

collected and obtain verifiable consent from those parents;

	 +	 give parents the choice of allowing internal use of the child’s 

information but prohibiting the company from sharing it with third 

parties;

	 +	 allow parents to access their child’s information to check for 

accuracy and request deletions;

	 +	 provide parents the ability to prevent further collection or use of 

their children’s information;

	 +	 maintain confidentiality, security, and integrity of information 

collected from children; and

	 +	 retain the information no longer than required (for the purposes for 

which it was initially collected) and promptly delete it after that, 

using reasonable measures to prevent later unauthorized access or 

use.2

t h e  v e r d i c t  o n  c o p p a
Despite Congress’s best intentions, COPPA has been widely regarded as a  

bit of a flop. It does not actually achieve a lot more than most parents and 
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WHAT IS VERIFIABLE PARENTAL CONSENT UNDER COPPA?

While COPPA itself does not explain precisely how an online company or 

service should obtain verifiable parental consent, the FTC has suggested 

that acceptable methods for obtaining consent include having the parent(s) 

do as follows:

	 (a)	 sign and return a consent form;

	 (b)	 use a credit or debit card or other online payment system that 

provides notification to the parent/guardian account-holder;

	 (c)	 call a toll-free number or video conference call staffed by trained 

personnel;

	 (d)	 provide a copy of a government-issued ID;

	 (e)	 answer a series of knowledge-based questions that only the 

parent or guardian should know the answers to; or

	 (f)	 use facial recognition technology to verify a picture of the 

parents’ photo ID. (We talk more about facial recognition  

technology—artificial intelligence that can identify images of 

people’s faces—in chapters 4, 7, and 11.)

guardians could manage on their own. It has been a mixed bag in terms of 

incentivizing companies to take greater care about children’s privacy, as 

well. Many online service providers, as we have already seen, simply restrict 

access to people who are thirteen or older. Those who do accept children as 

users often ignore the regulations or fail to ensure adequate compliance.

Even when the FTC does pursue companies for failure to comply with 

COPPA, the best it can do is impose fines (which may or may not be signifi-

cant, depending on the context) and monitor companies to ensure greater 

compliance with the law going forward—all of which takes up time and gov-

ernment resources. For large companies like YouTube and Google, fines are 

often a mere drop in the bucket. And for smaller companies, fines may prove 

prohibitive and may put some service providers effectively out of business, 

or out of the business of providing innovative services for children. So the 
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CHILDREN AND REVENGE PORN

We mentioned revenge porn in chapter 4, and another of the more worry-

ing online developments is a related issue: the number of minors sharing 

sexually explicit content about each other online. Because of the increased 

availability of digital cameras in devices that children commonly take to 

school and into social situations, it is easier than ever for this conduct to 

occur, and for resulting images and videos to be shared widely outside of 

the victim’s control. There are many examples of this, including reports of 

how legal mechanisms are brought into play to combat this behavior. For 

example, in October 2015, two students at Ponderosa High School in El 

Dorado County, California, were charged as sex offenders under the Cali-

fornia Penal Code when they secretly made a video of one of them having 

sex with a third student.

Even if the victim is prepared to report the issue, and the police are 

prepared to prosecute, digital technology still enables video content 

posted online to take on a life of its own. As noted in chapter 4, it is virtually 

impossible to stem the tide of virally shared information, or to delete all 

instances of the harmful content online. Social media networks are an 

obvious way this content can be shared and shared again, and—even out-

side dissemination on social media networks—high school students 

increasingly use shared cloud storage systems to disseminate harmful 

online content, like revenge porn.

law can cut both ways by making the costs of providing child-friendly ser-

vices prohibitively expensive. This is a concern that has been raised in  

relation to recent moves in the United Kingdom to impose more rigorous 

guidelines for children’s online privacy protection.

Parents and guardians do not seem to have derived much comfort from 

COPPA. Rather than working in tandem with the law and the FTC to ensure 

that companies directing content at children act appropriately, many par-

ents help their children flout the regulations—and/or simply find the regula-

tions annoying. Most parents and guardians who are seriously concerned 
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YOUTUBE’S FTC SET TLEMENT

In September 2019, Google and its subsidiary YouTube were ordered to pay 

a record fine of $170 million to settle allegations by the FTC and the New 

York attorney general of failure to comply with COPPA. The basis of the 

complaint was that YouTube hosted “child directed channels” that col-

lected personal data from viewers under the age of thirteen, but were not 

set up to incorporate the notice and consent required from parents or 

guardians. The company earned millions of dollars by using this data to tar-

get advertisements to children.

In this case, the information was collected through the use of cookies: 

software that automatically collects information about viewers, including 

their viewing preferences. The settlement terms with the FTC required 

Google and YouTube to develop and implement a process to permit You-

Tube channel owners to identify child-directed content—which would, in 

turn, enable YouTube to comply appropriately with COPPA. YouTube was 

also required to provide annual training to employees who deal with You-

Tube channel owners about COPPA compliance. These measures, if ade-

quately overseen by Google/YouTube and the FTC, may be more effective 

than the fine.

about their children’s privacy online take their own precautions, like requir-

ing their children to access online services in areas where they can easily be 

monitored physically (like in a living room) or virtually (as when parents 

“friend” their children online to keep an eye on what’s happening in virtual 

spaces their children inhabit).

Questions also arise as to whether the cutoff age of thirteen is appropri-

ate for protecting children. A lot problems with online bullying and harass-

ment arise in the teenage years, as is obvious from the cases of Meier and 

Clementi. Recent guidelines in the United Kingdom set a higher age limit—

eighteen years old—for child protective regulations. The European Union 

also sets a higher age limit for children’s privacy protections—sixteen years 

old—but individual EU countries can set limits higher than that. We will 
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discuss these UK and EU guidelines and regulations next. When comparing 

the needs for child protection at different ages, it is worth bearing in mind 

that teenagers are less likely to be effectively monitored within the home 

than younger children, because they are more autonomous in their move-

ments and often carry their own networked devices.

c h i l d r e n ’s  p r i v a c y  o u t s i d e  t h e  u n i t e d  s tat e s
As with most privacy-related regulations, the children’s privacy situation is 

very different in many other countries. The EU countries are an obvious 

example of the difference, as is the United Kingdom—which, while no longer 

part of the European Union, has maintained a stronger regulatory stance on 

data privacy than has been the case in the United States.

All EU countries, regardless of any other existing national laws, are 

required to comply with the strictures of the General Data Protection Regu-

lation (GDPR), mentioned in earlier chapters and covered in greater detail in 

chapter 8. The GDPR requires consent to most data processing (“processing” 

includes collection, use, analysis, and disclosure of information) unless 

there is another reason why the processing is necessary—such as public 

health, national security, or compliance with a court order or other legal 

obligation.

The GDPR provides specific protections for children. For example, when 

online services are provided to a child under the age of sixteen, the consent 

of a parent (or other person who exercises parental responsibility) is required 

for the collection and processing of relevant data.3 The GDPR also requires 

that explanations about information processing, especially when directed at 

children, should be provided in clear and concise language.4

Technically, because the GDPR is a comprehensive law related to data 

privacy throughout the European Union, EU countries do not need child-

specific privacy laws, as long as they comply with the overarching provisions 

of the GDPR. However, some EU countries do maintain specific children’s 

data privacy laws, in addition to the general EU framework of privacy laws 

safeguarding the needs of children. For the current UK approach, see “United 

Kingdom: 2020 Bill on Children’s Privacy.”

Like the European Union, Canada does not have a child-specific privacy 

law, but the Office of the Privacy Commissioner of Canada has created a 
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UNITED KINGDOM: 2020 BILL ON CHILDREN’S PRIVACY

In January 2020, the UK government announced the Age Appropriate 

Design Code (aka Children’s Code), a set of rules intended to give minors 

new online rights and protections. These protections are broader than 

those already enshrined in national law in compliance with the GDPR before 

Brexit. Even though the United Kingdom is no longer an EU member, its 

parliament enacted the Data Protection Act in 2018 when it was a member, 

and that law remains in force, along with EU regulations implemented 

before Brexit came into effect.

The Age Appropriate Design Code is not a law, but rather sets out  

standards and explains how the GDPR applies in the context of children 

using digital services. The Code comprises fifteen standards and applies to 

any information services that may be accessed by children. These services 

may include social networks, gaming apps, and connected toy manufactur-

ers. The Code bars these services from allowing minors to share unneces-

sary personal information, limits the information that can be collected from 

them, and prohibits online services from using their data in a detrimental 

manner.

Specifically, online service providers are required to enable their high-

est privacy settings by default if an account belongs to a minor. This 

includes disabling location tracking and data mining for targeted advertis-

ing purposes. Companies who violate the code can face fines of 4 percent 

of their annual worldwide revenue. Unlike COPPA in the United States, 

which only applies to children under the age of thirteen, the Age Appropri-

ate Design Code applies to all children under the age of eighteen.

The Code also calls for “age appropriate” application of privacy controls, 

without giving any specifics of how to design a system that would appropri-

ately protect privacy for different age ranges. The onus is on online service 

providers to assess which age groups access and use their services, and to 

design privacy protections appropriately for all relevant age groups. Digital 

content providers can choose to utilize a single privacy protection system 

that would cater to all groups who use the service, but, by default, this 

would have to be a system that caters to the most vulnerable child users.
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The tech industry lobbied, but without success, to have the rules 

relaxed for lack of specificity. As with COPPA, the temptation for businesses 

in the United Kingdom will likely be to simply ban people under eighteen 

from accessing services if the service provider does not want to incur the 

additional costs, and face the additional risks, of compliance. Ultimately, 

this result could lead to less innovation in child-friendly online spaces.

website that includes user-friendly explanations of the importance of online 

privacy for young people, and tips on how they can safeguard their privacy.5 

This website contains useful guidance for anyone, anywhere in the world, 

concerned about children’s privacy, through readily accessible videos and 

privacy-protection checklists. It also contains useful resources for parents 

and teachers. We will look at the involvement of parents, teachers, and 

schools in educational privacy settings in more detail in chapter 6.

p r i v a c y  t i p s  a n d  t r i c k s
This chapter has emphasized the limits of legal regulations that protect chil-

dren’s privacy, compared with other approaches like greater parental and 

school involvement. We will focus more on the role of schools in chapter 6. 

Even in countries with robust privacy legislation, like the GDPR in the  

European Union, there is a need for children to be savvy and for parents/

guardians to remain vigilant to protect both the privacy of children’s per-

sonal data and the uses to which it may be put.

Here are some particular tips and tricks for addressing privacy concerns 

related to children:

	 +	 Parents and guardians can take advantage of specific children’s 

social media applications (e.g., Facebook’s Messenger Kids app) that 

allow children to chat online but only with friends whom their 

parents have pre-approved.6 Even if parents/guardians do rely on 

these kinds of services, it is still worth monitoring what kids are 

doing online, to the extent possible.
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	 +	 Regardless of which online services children use, parents and 

guardians should at least skim through privacy information 

provided by those services and note any particular concerns. 

Parents or guardians with questions or concerns should follow up 

directly with those service providers and/or—if the concern is 

significant—contact the FTC. There is no guarantee that the FTC 

will investigate any particular concern or complaint, but it is worth 

going on record, if possible, in case later problems arise.

	 +	 Where possible, try to keep children’s use of devices in “public” 

areas of the house (like living rooms and kitchens) and/or monitor 

what children are doing in more private spaces like bedrooms. 

Checking in periodically may ease many parents’ minds.

	 +	 Open lines of communication with children about their online 

activities so they don’t feel the need to keep their interactions 

hidden from parents and caregivers. Make it clear in those  

communications what some of the potential dangers of online 

interactions can be.

	 +	 If it’s not overly intrusive, “friend” or “follow” your children online. 

Use an alias if it is less embarrassing to your child.

	 +	 Use online resources to help educate yourself and your child about 

dangers inherent in online interactions, including useful resources 

from other countries, like the Office of the Privacy Commissioner of 

Canada, on safe online practices.

	 +	 In terms of concerns about bullying and harassment in particular, 

several pro bono organizations, including the Megan Meier Founda-

tion7 and the Tyler Clementi Foundation,8 provide useful resource 

guides about monitoring, preventing, and reporting online bullying 

and harassment.
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During widespread shelter-in-place orders during the COVID-19 pandemic, 

Google offered deals to a number of governments and school systems to pro-

vide free Chromebooks and software to students forced to study at home. 

While many lauded these initiatives, the privacy devil was in the technology 

details, as some parents and teachers soon discovered. Google found itself 

defending several class action lawsuits, including one under an Illinois law 

that prevents unauthorized use of facial recognition software and another in 

New Mexico for mining students’ Gmail accounts for targeted advertising 

purposes (for a refresher on how targeted advertising works online, see 

chapter 4). The New Mexico litigation was brought by the state’s attorney 

general and raised claims under both the Children’s Online Privacy Protec-

tion Act (COPPA, discussed in chapter 5) and state unfair competition laws.

As we have already noted, new digital technologies often create the need 

to rethink the balance between the benefits of technological innovation and 

the related losses of personal privacy and autonomy. Particularly when new 

c h a p t e r  s i x

Our Data at School

+	 Privacy rights in student records

+	 Student vs. parent/guardian access to data

+	 Family Educational Rights and Privacy Act

+	 Protection of Pupil Rights Amendment

+	 Privacy of educational records in public health/welfare emergencies

+	 Remote schooling/COVID-19—new data security concerns

+	 Individuals with Disabilities Education Act

+	 Data privacy and student safety—bullying, harassment, and 

stalking

+	 Student profiling
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technologies are offered for “free,” privacy is usually implicated. This is 

because “free” does not actually mean no strings attached. We typically pay 

for the technology by giving away personal information, including informa-

tion on how we use the technology and often significantly more than that.

The Illinois class action against Google involved claims that the Chrome-

books were set up to require students to use cameras and microphones to 

access necessary systems, thus creating facial and vocal digital footprints for 

the students’ online activities. The New Mexico case involved Google mining 

information in emails to collate students’ interests and other demographic 

information.

Trading off privacy for technological convenience (or even technological 

necessity in situations like COVID-19) is nothing new. However, as noted in 

chapter 5, particular issues are raised by the unauthorized collection and use 

of information about children as a vulnerable population. Children are vul-

nerable to harassment and bullying as well as to other, less overt harms, like 

targeted marketing directed to them or their parents. Additionally, informa-

tion collected from children can be used to track them for the rest of their 

lives, for purposes of marketing but also, potentially, for other, more worri-

some challenges—like racial profiling, which could lead to discrimination 

from an early age.

Some more controversial uses of private information about children have 

also arisen recently in the wake of a number of school shootings, including 

the tragedy at the Marjory Stoneman Douglas High School in Parkland, Flor-

ida, in 2018. The Florida legislature subsequently enacted a law requiring the 

compilation of a database to identify potentially dangerous students and, 

while that aspect of the law has been challenged, the Florida governor, Ron 

DeSantis, implemented an executive order in late 2019 to much the same 

effect. An executive order is a directive implemented by a member of the 

executive government, like the president, a state governor, or a director of a 

particular government department. It is not a law enacted by a legislature 

that everyone in the jurisdiction has to comply with, but rather usually a 

directive to one or more government officers or departments to act in com-

pliance with the order.

While the aims behind these moves are laudatory—protecting children 

and their teachers—concerns about personal privacy and autonomy abound, 
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as well as concerns about questionable records following young people for 

the rest of their lives, depending on how rigorously the information is vetted 

when it is compiled and the procedures in place, if any, to rectify inaccurate 

or incomplete records.

This chapter builds on chapter 5 by looking at our children’s privacy at 

school, and at the particular laws outside of those already discussed (COPPA, 

etc.) that impose obligations on educational institutions and third-party 

software/hardware providers to protect student data. It also considers the 

extent to which privacy laws in the United States protect college students 

and graduate students. The main federal law protecting student privacy, the 

Family Educational Rights and Privacy Act (FERPA), applies to both K–12 stu-

dents and college/university students. We will also touch on the Protection 

of Pupil Rights Amendment and make reference to some laws about protect-

ing health information, which will be taken up in greater detail in chapter 9.

It is also worth noting here, for completeness, that the Children’s Inter-

net Protection Act applies to school and university libraries that accept gov-

ernment funding under the federal E-rate program, as it does to any other 

libraries that obtain such funding. As discussed in chapter 5, this is the law 

that requires libraries receiving certain government funding to put internet 

safety protocols in place, including filtering technology where necessary.

p r i v a c y  at  s c h o o l :  k e y  d i g i ta l  c o n c e r n s
Although some of our privacy-protective laws were enacted prior to the 

dawn of the digital age, they take on a heightened significance today as 

sophisticated digital technology enables the large-scale data collection, 

aggregation, and uses discussed earlier in this book. With respect to stu-

dents in particular, these data uses have both upsides and downsides.

Student Data Collection: The Good with the Bad

The ability to collate information about individual and collective student 

performance in different geographic areas and across different demograph-

ics has the power to transform education in terms of making decisions on 

how and where best to deploy often scarce resources. Additionally, on a 

case-by-case basis, the ability to track how individual students are doing in 

particular courses and to use technology to help them improve in problem 



98	 Our Data at School

areas can be an incredibly powerful educational tool. Student data can be 

used to track individual class or task participation and attendance, and to 

support academic growth between the classroom and the home setting, 

while developing more targeted educational plans for individual students.

However, the downsides of these practices are also significant. We have 

already talked about targeted advertising and discrimination, as well as the 

potential for bullying and harassment as a result of the collection and use of 

PRIVACY AT (REMOTE) SCHOOL: A RECIPE FOR DIGITAL DISASTER

As students returned to largely “virtual” school in the fall semester of 2020, 

in the throes of the COVID-19 pandemic, many children were required to 

spend a significant amount of time in front of screens, learning via Zoom and 

other interactive digital software. On September 4, 2020, the Washington 

Post published a story by Heather Kelly about the dangers of too much 

screen time during the pandemic, noting the case of a nine-year-old child in 

San Francisco who was required to spend at least six and a half hours a day in 

front of a screen. As noted elsewhere in this chapter, many of the digital ser-

vices implemented by schools and universities for the purposes of virtual 

teaching during the pandemic were not fully vetted in relation to privacy.

Six and a half hours in front of a screen could translate to six and a half 

hours of data collection on even our youngest children. Equally worrying is 

the fact that, while much of this data collection probably fails to comply 

with laws like FERPA, the Department of Education is years behind in han-

dling privacy complaints. By 2018, a report by the Office of the Inspector 

General, published on the Department of Education’s Student Privacy Pol-

icy Office webpage, noted that the department had racked up a “years-

long backlog of unresolved cases . . . without any mechanism for effectively 

tracking the number or status of the complaints received.” It is difficult to 

imagine the challenges posed by the recent slew of likely breaches of 

FERPA. It seems more than likely that many of these complaints will never 

be addressed. They will certainly not be addressed in time to give much 

comfort to those affected.
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personally identifying information. In the school setting, there is also the 

worry that students will lose their autonomy through a sense of being 

“watched” in all their educational activities. This could stifle personal 

development and creativity, and make students less inclined to participate 

freely in class and related activities.

While many of these concerns may be greater for younger student popu-

lations, some remain applicable in college and graduate school. The college 

years are often when students experiment and “find themselves.” They may 

feel stifled in their willingness to try new things—new courses, new proj-

ects—if they feel that their failures are being tracked along with their 

 successes, or that their data is being used to encourage them to pursue par-

ticular directions in their studies.

As schools, colleges, and universities increasingly rely on third-party 

technology companies to provide devices, software, and services to stu-

dents, the administrators must be vigilant to ensure not only that those 

third-party companies have appropriate privacy safeguards and policies in 

place, but also that they are abiding by their own policies and any relevant 

laws. Speaking of relevant laws, this is a good time to start thinking about 

the most significant law that impacts student privacy rights: FERPA.

family educational rights and privacy act

The Family Educational Rights and Privacy Act of 1974 applies to student pri-

vacy across the board, from kindergarten to graduate school. This law is par-

ticularly important given the lack of a comprehensive federal privacy law in 

the United States. Outside of sector-specific laws like FERPA, there is no 

comprehensive legal mandate to protect the privacy of Americans generally, 

or American students in particular. As we noted in chapter 5, many Euro-

pean countries do not have, or need, child-specific privacy laws because 

children are automatically covered under the more comprehensive General 

Data Protection Regulation and its predecessor law, the Data Protection 

Directive of 1995. We considered the ways in which these general regulations 

apply specifically to children in chapter 5, and we’ll take a broader look at 

the European position on privacy in chapter 8.

FERPA guarantees that parents have access to their children’s educa-

tional records. However, once a child reaches the age of eighteen or attends 
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an institution of postsecondary education prior to that age, FERPA’s guaran-

tees are transferred directly to the student. That is why the parents of a col-

lege student have no automatic right to ask for the student’s college records, 

even if they are the ones footing the bill for the tuition. A parent needs 

authority from the child to access postsecondary school records.

More importantly for the purposes of our discussion, FERPA limits the 

parties to whom schools can disclose student information (i.e., educational 

records) without specific consent. The term educational records is broadly 

defined under FERPA to include any information directly related to an indi-

vidual student, including health and immunization records, as well as 

records of special services provided to the student under legislation requir-

ing disability accommodations.

FERPA applies to any educational institution that receives funding from 

the U.S. Department of Education. This is a large number of educational 

institutions, because many private schools also receive some government 

funding—therefore, even if you or your child attends a private school, that 

school may be subject to FERPA.

IDEA: INDIVIDUALS WITH DISABILITIES EDUCATION ACT

While FERPA applies to student records, including health records, in gen-

eral, the Individuals with Disabilities Education Act (IDEA) provides addi-

tional, and higher, standards of confidentiality for students with disabilities 

who are covered under that law. IDEA provides for a “free appropriate pub-

lic education,” which may include special educational and other services, 

for children with disabilities. Information about students’ disabilities and 

special education plans implemented under the law are subject to higher 

confidentiality requirements on top of those required under FERPA, so the-

oretically, at least, any school or school district putting policies and proce-

dures in place to protect student privacy should be particularly mindful of 

appropriate safeguards for information about students covered under 

IDEA.
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Can a School Share Student Information with Third Parties?

Since the dawn of the digital age, it has become increasingly common for 

schools to contract with third-party service providers for a variety of func-

tions that may be cheaper, or may be provided more effectively, when  

outsourced: food services, computing services, various educational  

software packages, and so on. When those third parties will be handling 

student information, FERPA requires an agreement to be in place that pro-

tects that information and requires consent either from the school or from 

the parents for that information to be shared with, and used by, those third 

parties.

The default rule is that consent to the data sharing must be obtained from 

the parent or guardian (or student in the case of postsecondary education). 

However, there are two exceptions that allow a school to share information 

without specific consent under certain circumstances: the directory excep-

tion and the school official exception.

directory exception

The directory exception has very limited application in the third-party ven-

dor situation, largely because this exception is limited to what the law 

describes as “directory information”—that is, information like a student’s 

name, grade level, phone number, and address. It covers the kind of infor-

mation often included in class lists or lists of sports teams or other extracur-

ricular activities. To comply with the directory exception, the school must 

publicly provide a general notice of the categories of information it intends 

to share, and the parents (or students in postsecondary education) must be 

given the opportunity to opt out of sharing.

For a school trying to set up, say, a payment system with a third-party 

cafeteria vendor, the fact that financial information and student food prefer-

ences may not be considered “directory information” will usually render the 

directory exception pretty useless. Additionally, the fact that every relevant 

parent or student must be given the ability to opt out of the data sharing 

under that exception would make its use administratively unwieldy. In 

these situations, schools more typically rely on the school official exception, 

rather than the directory exception.
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school official exception

FERPA allows a school to disclose personal student information to a third-

party service provider if the provider in question meets the criteria set out in 

the statute. Among other things, the provider must

	 +	 perform an institutional service or function that the school itself 

would otherwise provide through its own employees,

	 +	 be under the school’s direct control to the extent that it uses and 

maintains records about students, and

	 +	 use the records only for authorized purposes.

The provider is not permitted to share student records with any other parties 

without specific authorization from the school or school district. It must also 

provide access to student records, on request, to the school or any eligible 

parent or student.

There are additional requirements and exceptions under FERPA, but the 

basic scheme of the law is that schools, colleges, and universities can share 

information about students when necessary to provide a function or service 

the school itself would otherwise directly provide (i.e., outsourcing), pro-

vided that it imposes requisite controls on the use of that information and 

maintains direct supervision of how the information is used.

Educational institutions can also contract all sorts of services to third-

party providers of educational, food, and financial services with the 

consent of parents/guardians or postsecondary students. However, it is  

often much easier administratively to utilize one of the FERPA exceptions 

than to obtain specific authorization from every affected student or their 

parents.

Third-Party Service Providers and COVID-19

The COVID-19 pandemic caused many educational services to suddenly 

move online, and some of the technologies used by schools to provide 

instruction, resources, and other services in a pinch were not fully compli-

ant with FERPA. The increased reliance on these technologies has caused 

some concern about student records and data privacy. Additionally, in cases 

where third-party service providers retain the right to unilaterally change 

their terms of service (as we discussed with respect to online TOS generally 
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in chapter 4), educational institutions have to be careful that any changes in 

those terms continue to comply with FERPA requirements.

Another issue of some concern, particularly in light of how much infor-

mation has been gathered by third-party online service providers in the 

wake of COVID-19, is how those services might use that information in the 

future. Under FERPA, if a school is relying on the school official exception, 

the student information can only be used for the purposes for which it was 

originally shared—that is, for performing functions the school itself would 

have otherwise performed. The third party is not legally permitted to, say, 

THE “HEALTH OR SAFET Y” EXCEPTIONS IN FERPA

Not only did the COVID-19 pandemic raise concerns about insufficient pro-

tocols protecting student records, it also brought into sharp relief the use 

of the “health or safety” exceptions in FERPA. These exceptions enable 

schools to share student information in connection with a health emer-

gency, when the information may be needed by law enforcement officials, 

public health officials, trained medical personnel, or parents. Information 

sharing is allowed if knowledge of the information is necessary to protect 

the health or safety of the student(s) in question, or to protect others.

The emergency exception lasts for the duration of the emergency—

which in the case of COVID-19 could be several years—but generally is 

restricted to disclosure of information that is necessary to protect the stu-

dent’s (or others’) health or safety. It is not a blanket ability to disclose any 

information about the student.

A COVID-19 FAQ document released by the Department of Education in 

March 2020 made it clear that media would not be an appropriate party for 

an educational institution to release student information to, under the 

health or safety emergency provisions of FERPA: “While the media may 

have a role in alerting the community of an outbreak, they are not ‘appro-

priate parties’ under FERPA’s health and safety emergency exception 

because they generally do not have a role in protecting individual students 

or other individuals at the educational agency or institution.”
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create targeted marketing profiles and advertising campaigns based on the 

relevant information, because that would be outside the scope of the legal 

authorization. Likewise, a third party could not legally sell the information 

to anyone else for targeted marketing or associated purposes. The extent to 

which unauthorized information sharing has actually occurred during 

COVID—particularly given the large amount of personal information that 

has now been shared with Google, Zoom, WebEx, Microsoft, Slack, and 

other providers—remains to be seen.

Data Privacy and Student Safety

The provisions of FERPA related to health and safety emergencies notwith-

standing, there have been many notable school-related situations in recent 

decades where FERPA did not come into play, largely because information 

that could have identified or prevented a health or safety problem is not the 

kind of information usually kept in student records. Think about the horrific 

reports of school shootings, or the bullying and harassment that results in 

student suicides.

PPRA: PROTECTION OF PUPIL RIGHTS AMENDMENT

While FERPA is the main federal law dealing with student privacy, another 

federal law, the Protection of Pupil Rights Amendment of 1978 (PPRA) spe-

cifically regulates surveys, evaluations, and other analyses funded by the 

Department of Education that are administered to elementary and sec-

ondary school students. The law requires parents to provide written con-

sent before any student participates in an Education Department–funded 

survey that could reveal personal information about things like political or 

religious beliefs, antisocial behavior, or family income.

Parents can give children permission to participate in such a survey, 

analysis, or evaluation, or to opt out of sharing any such information with 

the school or any third-party provider engaged by the school. The PPRA 

also prohibits the collection of information from students for marketing 

purposes except for developing, evaluating, or providing educational prod-

ucts or services to students or educational institutions.
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For example, none of the information in anyone’s student records could 

likely have been used to prevent the suicides of Megan Meier and Tyler Cle-

menti, the victims of online bullying and harassment discussed in chapter 5. 

Nor was either victim’s student information used by the bully. In Meier’s 

case, Lori Drew, the mother of a classmate, set up a fake MySpace profile to 

bully Meier, using information about Meier available from other students and 

from social media. In Clementi’s case, the information used to bully him was 

video gathered by his roommate in their dormitory, and nothing in the latter 

student’s records would likely provide evidence of a potential problem. 

Thus, since no information from student records was implicated in either 

case, FERPA did not come into play.

FERPA, then, does not provide answers to these kinds of problems.  

In many ways, these are not problems of student data privacy law at all,  

but rather are related to general social norms about confidentiality,  

personal space, and appropriate/ethical conduct. Additionally, it was  

clear in the Meier case that Lori Drew, who set up the fake MySpace profile, 

had breached MySpace’s terms of service by creating a false online persona 

to “befriend” and ultimately to bully Meier. Legal issues related to terms  

of service are really contract issues rather than privacy law issues. They  

are contract issues about privacy, but the legal remedies come from  

contract law.

To the extent that schools can do anything about these situations, their 

resources are perhaps best spent developing anti-bullying policies and 

appropriate social media usage policies, as well as educating students about 

these policies and enforcing “zero tolerance” measures against bullying and 

harassment. Schools may be limited in their effective “jurisdiction” over 

things happening at school and at school functions, but at least having con-

versations about acceptable conduct, and imposing consequences (deten-

tions, suspensions, etc.) for infringing school guidelines, goes some way 

toward developing a sense of appropriate behavior among students. As 

should already be apparent from previous chapters, law is not always the 

answer to privacy concerns.

Many schools, colleges, and universities have dedicated personnel for 

confidentially reporting these kinds of problems, as well as for officially  

taking action against bullying, harassment, stalking, and other kinds of 
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inappropriate conduct on campus, including in dormitories and communal 

areas.

Profiling Potentially Dangerous Students: The Pros and Cons

When harmful conduct involving students moves from bullying and harass-

ment toward actual physical violence directed at others, additional data pri-

vacy issues can arise—for example, where schools or governments attempt to 

collate information on students likely to engage in harmful activities. In the 

wake of the mass shooting at Stoneman Douglas High School, the Florida 

legislature and governor’s office have attempted to operationalize a compre-

hensive database of students who are perceived as potentially dangerous. 

The idea is to identify and monitor those students, particularly in relation to 

any attempts to purchase firearms and/or engage in violent behavior.

An official statewide database was rolled out by the Florida Department 

of Education in August 2019. This system allows school administrations and 

police to enter information about students who they believe have the poten-

tial to pose a danger to their school communities. Relevant information 

includes a student’s history with law enforcement and discipline as well as 

any social media posts that contain threat indicators, and information about 

whether the student was ever involuntarily committed to a mental health 

facility under Florida law. A press release from the education department 

stated that the database would not be used to profile or label students as 

potential threats, but rather to evaluate the seriousness of already reported 

or identified threats.1 Privacy advocacy groups quickly raised concerns 

about student privacy, related to what information would be collected and 

how it would be used. Particular concerns have been raised that victims of 

bullying might be identified as potential threats for future violence (based 

on the idea of retribution for the bullying). The worry is that these victims 

may be less likely to report bullying if the result could be their inclusion in a 

threat assessment database.2

Additionally, if bullying is based on race, religion, disability, or sexual 

orientation, children could be tracked on the basis of characteristics that are 

federally protected under antidiscrimination laws.3 While information about 

protected classes is not expressly included in the Florida database at present, 

the fact that someone was bullied may be based on those characteristics, and 
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may inadvertently put people in federally protected classes at higher risk of 

privacy incursions.

Threat assessment databases, while generally well intentioned, raise sig-

nificant concerns about personal liberty and privacy, revolving around the 

collection and use of students’ personal information without their (or their 

parents’) consent. It remains to be seen how effective any of these databases 

are in preventing school shootings or other kinds of violence. In the mean-

time, however, they may create a Big Brother shadow over schools. Database 

information may also be misused, depending on any regulatory controls 

ultimately adopted. Because these databases are largely a matter of dishar-

monized state laws and executive orders, it is unlikely that a comprehensive 

and clearly thought-out set of appropriate data-use principles will emerge 

any time in the near future to redress dangerous conduct at school.

DOWNSIDES OF THREAT ASSESSMENT DATABASES

On February 28, 2020, the Orlando Sentinel published an article by Grace 

Toohey noting that a five-year-old preschooler had been added to Seminole 

County’s threat assessment database for threatening a classmate, and that 

his information could be included in the database for up to twenty-five years.

The county sheriff was reported as saying that the information in the 

threat assessment database was not linked to student records or criminal 

records, which may or may not give comfort to students or parents con-

cerned about monitoring and profiling. It may also be the case that certain 

groups are more likely to be included in these databases—if, for example, 

perceptions of violence in the classroom are evaluated disproportionately 

between white students and students of color.

Another problem with these databases is how threats are assessed in 

terms of who makes the decision to include a student in a database, and on 

what basis. In the case reported in February 2020, the school administra-

tion made the assessment of potential dangerousness and arranged for the 

student’s inclusion in the database, even though the school staff involved 

were reported as agreeing that the threat was not credible.
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p r i v a c y  t i p s  a n d  t r i c k s
While this chapter has ended on a somewhat bleak note, at least there are 

student rights under federal laws in relation to a large amount of private 

information. The press coverage over the more worrying recent develop-

ments in the area of data collection and potential profiling has helped stu-

dents and parents stay informed about worrying practices.

The main takeaways from this chapter are about knowing your rights 

under the various statutes and understanding how to follow up on concerns. 

In particular, and depending on what you may be concerned about, you can 

always consider the following:

	 +	 Seek clarification from educational institutions about what informa-

tion they are gathering and in what contexts, as well as with whom 

they are sharing it. There should be a dedicated legal or compliance 

office in every educational institution who can answer specific 

questions. Bear in mind that in the case of postsecondary students, 

only the students themselves are legally entitled to information about 

their records, but parents and guardians can seek information about 

students in kindergarten through twelfth grade under FERPA.

	 +	 When engaging online, students should be careful about what 

information they share with friends and classmates and should 

report to parents (who can also report directly to social networks) 

concerns about suspicious behavior. Many popular social networks’ 

terms of service do not allow the use of false identities or bullying/

harassing behavior.

	 +	 Parents and students should be aware that they have the right to opt 

out of having personally identifying information (directory 

information) included in class lists and other lists (for extracurricu-

lar activities, etc.). If a student’s details are inadvertently included 

in such a list, you can ask for them to be removed.

	 +	 As a matter of etiquette and good online citizenship, it is a wise 

practice not to share personally identifying details about classmates 

or their families online without their consent, including on social 

networks. Many social networks require consent under their terms 

of service.
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	 +	 If your school provides digital devices, you are entitled to report 

concerns to them about mandatory use of cameras and voiceprint 

software and ask for clarification of what information is being 

gathered from email and other services provided on the devices.

	 +	 When you are not using your device’s camera, you can place a piece 

of dark tape over it so that it cannot record you. This holds true for 

both school-provided and other devices. If you have a camera 

connected to your desktop, disconnect it when you are not using it.

While we are thinking about data collection by third-party online ser-

vice providers, let us turn, in the next chapter, to a consideration of precisely 

how digital entities gather information about you, what they use it for, and 

the specific risks involved, including data breaches and the insecurity of 

your information in other people’s hands.
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In July 2017, Equifax, one of the three major credit reporting agencies in the 

United States, reported a massive data breach that involved the data of 

around 150 million people. At the time, this was one of the largest data 

breaches ever reported globally. The incident compromised personal data 

including Social Security numbers, birth dates, addresses, driver’s licenses, 

and, in a smaller number of cases, credit card data. The breach garnered a 

tremendous amount of media attention, revolving around questions like 

when the breach had occurred, when it had been discovered, whether it 

should have been discovered or reported sooner, and, importantly, what 

steps Equifax should be required to take to remedy the breach, including 

notifying affected individuals and offering free credit reporting and moni-

toring for a period of time.

Because of the voluminous amounts of data collected and aggregated by 

businesses and governments around the world in the digital age, concerns 

about data breaches like this one have grown exponentially in recent years, 

with the media regularly reporting on the most significant failures of data 

security.1 Data breaches can harm the reputations of corporations that may 

c h a p t e r  s e v e n
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be regarded as not having taken sufficient care of our data, and/or as failing 

to act expeditiously and effectively to remedy a problem.

The sad truth is that breaches can be very difficult to detect, even for 

those carefully monitoring their systems—and, when detected, they can be 

very hard to remedy in terms of protecting those whose data may have been 

exposed. While the technological security protocols can be enhanced, this 

is, in some ways, the same as shutting the barn door after the horse has 

bolted. It will help prevent future harms but will not claw back the data that 

was exposed in the initial breach.

After data has been exposed, attempts to protect affected individuals 

will, by necessity, be piecemeal: monitoring credit reports, tax records, and 

the like to detect any attempts at identify theft, including credit fraud, tax 

fraud, and health fraud. The companies at fault may be prepared to cover 

costs and even undertake some of this monitoring, but affected individuals 

may not trust those companies to do so effectively and may end up bearing 

the brunt of the monitoring and associated costs themselves. Additionally, 

anyone who is the victim of identity theft or credit fraud may have a very 

challenging time repairing their credit and obtaining legal compensation for 

the resulting harms.

This chapter looks at the life cycle of data aggregation from initial collec-

tion to potential system breaches, and ends by discussing what avenues are 

available to those whose data may have been exposed in a breach. It also dis-

cusses the responsibility of a breached entity to notify and assist those 

whose data may have been compromised.

h o w  d o  c o m p a n i e s  c o l l e c t  a l l  t h at  d ata ?
In previous chapters, we’ve looked at one of the most common and obvious 

ways that companies and others collect information about you: by seeking 

your consent. This is usually obtained when you sign up for a particular plat-

form, app, or service. One of the conditions of accessing a service like Face-

book, YouTube, or Amazon is that you consent to their terms of service 

(TOS), which include their privacy policies. If the TOS allow the company to 

compile or share your information for particular purposes, the agreement to 

the TOS is a contractually binding agreement (see chapter 4 for a refresher on 

how that works).
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There are other ways that companies can collect information about you, 

based on your online habits. These may or may not be subject to contractual 

agreement, depending on the circumstances. For example, some companies 

use “cookies” to collect data about you. Cookies come in many shapes and 

forms (and we’re not talking about delicious baked goods here). However, a 

general definition is that cookies are pieces of software code that can be 

automatically downloaded onto your computer to track your movements 

from website to website.

A company may download a cookie onto your computer consistently 

with TOS (under which you agree to the use of cookies) or may do so without 

your attention or notice, depending on the circumstances. In some cases, 

you can click a button when you sign up for a service, refusing the use of 

cookies—you have likely seen these when you access new webpages or ser-

vices. In other cases, you can set your computer not to accept cookies by 

default, which is generally a good idea if you are concerned about your online 

activities being tracked.

If you have contractually consented to the use of cookies or other data col-

lection practices, you may not have any legal rights to complain about them 

later. As long as the contract is presented fairly—terms being clearly available 

to you whether you read them or not—a court will generally enforce them.

This section explains some technological data-protection practices that 

likely are not illegal with contractual consent and may not be legally prob-

lematic even without your specific consent. We also look here at how com-

panies use the information they collect about you outside of the standard 

targeted advertising paradigms already discussed in previous chapters.

Besides software code, like cookies, there are other unexpected avenues 

that can be used by those who manufacture digital devices to track our 

online movements. Even when we do not have our cameras or microphones 

switched on, they may be automatically recording what we do, so it is a good 

idea to unplug these devices and/or cover cameras, at least with strips of 

plastic or tape, when not in use.

As we move away from using desktops and laptop computers for our dig-

ital needs, and move to more mobile devices, the opportunities for tracking 

have evolved, too. Touchscreen devices of all kinds, including smartphones 

and tablets, can be used to track what we do online simply by recording the 
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THE STRANGE CASE OF VIDEO RENTAL RECORDS

One area that has historically caused confusion about consumer privacy is 

the records of videos we have watched. The confusion is largely the result 

of a rather dated federal law that was enacted in 1988 in the wake of 

annoyance caused to Robert Bork, a nominee to the U.S. Supreme Court, 

when his video rental history was publicly disclosed. Even though the 

rental history was unremarkable, it was embarrassing to Bork, who had 

been quoted as saying that Americans had only those privacy rights 

granted to them specifically under law. (There was no law protecting the 

privacy in video rental histories at the time.)

The Video Privacy Protection Act (VPPA), enacted in the wake of this 

episode, was drafted in the days of brick-and-mortar video libraries. Does 

anyone remember those? The law has struggled to keep pace with new 

technologies involving digital content streaming services for movies, TV 

shows, and video games. The federal law prohibits a “video tape service 

provider” from publicly disclosing personally identifying information about 

a customer.

The challenges arise from the statutory definitions of video tape service 

provider, consumer, and personally identifying information. For example, 

under the VPPA, a consumer is defined as a person who rents, purchases, 

or subscribes to goods or services from a video content provider. Many of 

us who consume video content from the internet or various apps don’t 

actually rent or purchase it, or even subscribe to the service in question. A 

lot of free content is available on Facebook, YouTube, and elsewhere with-

out a customer relationship ever developing in the legal/VPPA sense. Addi-

tionally, the law’s prohibition on disclosing personal information publicly 

has proved challenging for courts, given that many apps share video 

streaming information among themselves, but it is not yet clear to what 

extent that is regarded as public sharing under the law.



114	 Our Data in the Digital Marketplace

touches on the screens. This is similar to, but an evolution of, keystroke 

monitoring technology, which still exists to monitor the keys you type on 

full-size keyboards.

We also wear a lot of devices that track information these days (fitness 

monitors, heart-rate monitors, etc.). It may be worth checking the terms of 

service for any such devices you use regularly to see whether, and to what 

extent, they may be reporting your data back to the manufacturer or anyone 

else. Increasingly, our vehicles monitor our data, as described in chapter 1. 

We also talked in that chapter about how many of our in-home devices, like 

Echoes, Alexas, and Nests, record what is happening in our homes. Our cell 

phones regularly ping towers for service, and the service providers thereby 

create records of our movements through cell site location information (dis-

cussed in a little more detail in chapter 11).

SOFT WARE FOR TRACKING YOUR DATA

There are many different ways a company can track you online, including 

by accessing your computer camera or microphone when you may not 

know they are recording you. Louise Matsakis, in a 2019 article in Wired, 

helpfully summarized some of the more common software that can track 

your movements online, including traditional cookies (described elsewhere 

in this chapter); fingerprinters, which collect information about your 

devices, like your IP address, screen resolution, and the type of computer 

you use; identity trackers that hide on your login pages and collect your 

email addresses; and session replay scripts, which record everything you 

do on a website, including what products and ads you clicked on and 

sometimes even the password you used.

Like most technology, the software code in itself isn’t objectively 

“good” or “bad.” The concern is more with the uses made of it. For exam-

ple, Matsakis notes that some trackers can be very useful, explaining that 

session cookies are often used to keep you logged into websites, and, in 

particular, to remember what is in your shopping cart while you are moving 

around online, even if you close your browser window and reopen it.
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Many online companies use application programming interfaces (APIs) to 

provide simple interconnected services to users. For example, if a mobile app 

developer wants to allow users to log in to the app through Facebook or Google, 

they can employ an API, which is another piece of software code that can be 

used to link up two services that you use. In fact, APIs were at the heart of the 

Cambridge Analytica scandal discussed in chapter 4 because the data about 

individual voters was collected via an API that allowed Cambridge Analytica 

personnel to link their survey instrument directly to Facebook’s users.2 APIs 

have also raised concerns in the context of the Video Privacy Protection Act 

(see “The Strange Case of Video Rental Records”). Where online streaming ser-

vices use APIs to link your video-watching preferences with, say, your social 

networks, concerns have been raised about potential infringements of this law.

Of course, not all tracking or monitoring is objectively “bad,” and the 

goods or evils of tracking are often in the eye of the beholder. Many of us 

appreciate it when, say, Amazon or Audible keeps track of our purchases so 

that we can reorder items without having to find them again, and be notified 

of other books, movies, games, or clothes we might like. Of course, these 

practices help the online retailers, too, by making it easier for us to continue 

purchasing their wares.

As with all technology, software code cannot really be good or evil, and 

intelligent minds differ on the evils of various uses. The bottom line is really 

to understand, to the extent necessary, what is being done with your data, 

and how you can address any particular concerns you might have.

w h at  d o  t h e y  d o  w i t h  a l l  t h at  d ata ?
We have talked a lot in previous chapters about targeted marketing as one of 

the biggest reasons companies collect personal data, particularly online ser-

vice providers that do not charge members a fee for their services, like Face-

book and YouTube. We have also noted that sometimes our information can 

be accessed by hackers and, in worrying situations, can potentially be 

obtained by foreign governments. In 2019 and 2020, along with concerns 

about not complying with American laws on children’s privacy, the popular 

video-sharing app TikTok was criticized for opening the way for the Chinese 

government to obtain personal information about its users in America and 

other countries.3
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It is relatively easy to be mindful of the information we share online, and 

we have looked at strategies for doing this in previous chapters, notably in 

chapter 4, where we discussed the typical terms of service and privacy  

policies of online service providers like Facebook, YouTube, Twitter,  

Pinterest, and Amazon. We are probably a little less mindful of the fact  

that the questions we type into search engines like Google can be stored and 

utilized by data aggregators in a variety of contexts, and that the mobile 

devices we carry with us often provide location tracking services, which are 

able to provide our demographic information to businesses and govern-

ments. For example, the amount of traffic in particular shopping areas can 

provide useful data about promising venues for new brick-and-mortar 

businesses.

The bottom line is that most of us never have a clear picture of how far 

and wide our data is being shared. Technology commentator Louise Mat-

sakis put it this way:

Consider what happens when someone sends a vial of saliva to 23andme. The 

person knows they’re sharing their DNA with a genomics company, but they 

may not realize it will be resold to pharmaceutical firms. Many apps use your 

location to serve up custom advertisements, but they don’t necessarily make 

it clear that a hedge fund may also buy that location data to analyze which 

retail stores you frequent. Anyone who has witnessed the same shoe adver-

tisement follow them around the web knows they’re being tracked, but 

fewer people likely understand that companies may be recording not just 

their clicks but also the exact movements of their mouse.4

Matsakis here makes a distinction between companies that you are actually 

dealing with—the companies providing particular services in exchange for 

your data—and companies that gather your data without providing any-

thing to you. This second group consists largely of data brokers: firms that 

gather information both from publicly available sources and from companies 

with whom you have consensually shared your information.

Data brokers can aggregate sophisticated profiles on a large range of 

individuals, including spending habits, locations frequented, medical 

records, browser history, social media connections, motor vehicle informa-

tion (which is often available from government registries), and more. Infor-

mation gathered by these entities may contain errors or outdated elements, 



THE DARK SIDE OF DATA BROKERS

Legal classification and regulation of data aggregators has proved prob-

lematic in recent years. In chapter 10, we will look at the extent to which 

these entities can be meaningfully regulated under fair credit reporting 

laws when they deal with personal financial information. Data brokers have 

also been involved in serious criminal conduct. For example, in the early 

days of digital data aggregation, a company called Docusearch was impli-

cated in the murder of a young woman, Amy Boyer, outside her place of 

work in 1999. A man who was obsessed with her, Liam Youens, had stalked 

Boyer, partly using records about her provided by Docusearch, before 

fatally shooting her and then shooting himself.

Court files in the Youens case revealed that Docusearch did more than 

simply aggregate digital data that was available online. In order to gather more 

information about people to include in its database, it also engaged in a prac-

tice called pretexting: pretending to be a person in authority, entitled to par-

ticular information, in order to trick someone into handing it over. In the Youens 

case, Docusearch had received a seventy-five-dollar fee for hiring a woman 

who used a pretexting ruse to obtain Boyer’s work address. That was how 

Youens learned where Boyer worked, which was where he shot and killed her.

Boyer’s mother sued Docusearch for its part in the murder. The case 

itself revolved around claims in criminal negligence and tort law, and the 

results were a mixed bag. The Supreme Court of New Hampshire held that 

Docusearch did have a legal duty to “exercise reasonable care in disclosing 

a third person’s personal information to a client.” In terms of Docusearch’s 

data aggregation practices, at least in relation to pretexting, the court 

noted that under the New Hampshire consumer protection law, “an inves-

tigator who obtains a person’s work address by means of pretextual phone 

calling, and then sells the information, may be liable for damages.”

However, these holdings are limited because they rely on a person 

actually having the wherewithal and willingness to bring a case in court, as 

well as presenting facts similar to those in this particular case. The court’s 

decision does not prevent the aggregation of data in the first place by a 

service like Docusearch, although it does call into question certain of its 

information-gathering practices.
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but there are no general legal rights to access, check, or correct this  

information—assuming, of course, that you can even find out who has the 

information in the first place. This situation (lack of access or ability to cor-

rect information) is significantly different from the position in the European 

Union, which we will consider in chapter 8.

Data brokers profit from selling personal information to those who can 

monetize it effectively in areas like marketing, retail, tenant screening, cus-

tomer management, insurance risk assessment and mitigation, and many 

others.5 Some data brokers even assist law enforcement in tracking down 

criminal suspects.6 We will consider ways in which governments access and 

use personal information in more detail in chapter 11.

Some states have attempted to regulate data brokers, at least so that 

individuals can have a greater sense of who is collecting what information 

about them, and potentially also have a chance to correct or delete it. In 

2019, the legislature in Vermont enacted a law requiring all data brokers  

to register on a government database and provide information about  

how they collect data about Vermont residents. California’s Consumer Pri-

vacy Act also theoretically gives Californian residents the ability to opt out 

of data collection more generally. However, these laws are notoriously dif-

ficult to enforce. In Vermont, many data brokers have simply failed to regis-

ter, and, for those who did register, there was much confusion about how to 

redress the multitude of erroneous data on individuals included in their 

databases.7

A particularly problematic aspect of widespread data collection by these 

aggregators and by others who have access to volumes of personal data, 

often from public sources, is the ability of stalkers and other bad actors to 

obtain sufficient information about individuals to pose serious threats in the 

virtual world, and sometimes even in real space. A number of data brokers 

market themselves as being like phone books: they sell personally identify-

ing information, including location information and contact details, to those 

prepared to pay for it.

Occasionally these companies will run afoul of a specific law, like the 

Fair Credit Reporting Act (FCRA, discussed in more detail in chapter 10), but 

only if they fall within the narrow ambit of the law in question. For example, 

in 2012, data broker Spokeo settled a complaint with the Federal Trade Com-
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mission (FTC) for $800,000 when aspects of its “person lookup” function 

were found to violate the FCRA.

Spokeo had marketed itself as a provider of information to companies for 

the purposes of employment background checks, but, because it dealt with 

consumer credit information regulated under the FCRA, and had failed to 

comply with the legal protections extended under the Act, it had violated the 

law. The FTC held Spokeo accountable for failing to make sure that the infor-

mation sold would be used solely for purposes permitted under the law, failing 

to ensure the accuracy of the information, and failing to tells its users they had 

an obligation to notify employment applicants about the use of the information 

if an adverse employment decision were made on the basis of the information.

The Spokeo settlement was groundbreaking in the sense that it was the 

first time an online information service company was held to the standards 

of a credit reporting agency under the FCRA. However, online “person 

lookup” services that do not deal with credit information will not face the 

same problems. This is why online lookup services can be very dangerous if 

they provide personally identifying information to abusers and stalkers.8 

Many doxing attacks (see chapter 2) are enabled by the ready access to per-

sonally identifying information through these sources.

d ata  b r e a c h e s
This chapter began with an example of a large-scale data breach, which is 

unfortunately part and parcel of the risk that comes with the voluminous 

aggregations of data by brokers and others. The Equifax data breach involved 

a credit reporting agency, and we will discuss the role and regulation of 

those agencies in more detail in chapter 10. However, any entity that main-

tains a large amount of data can be hacked. There is no perfect encryption 

methodology. Each advance in encryption technology is simply another 

challenge for hackers, for better or worse.

So, what is a data breach and what can you do if your information is com-

promised? In simple terms, a data breach is an incident that involves unau-

thorized access to, or use of, data that is supposed to be secure. Big Data, 

machine learning, and artificial intelligence provide the context in which 

massive data breaches can occur, often affecting thousands, millions, or 

even billions of individuals.
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GOOD THINGS ALSO COME OF DATA AGGREGATION

While this chapter has painted a rather bleak picture of data aggregation, 

the news is not all bad. As noted at the beginning of this book, data aggre-

gation, machine learning, and artificial intelligence can be used for many 

socially beneficial purposes. For example, social media posts have been 

studied to learn more about social and cultural issues, because research-

ers have found that people tend to be more honest on sites like Facebook 

and Google than they are on traditional survey instruments. In his book 

Everybody Lies: Big Data, New Data, and What the Internet Can Tell Us about 

Who We Really Are, Seth Stephens-Davidowitz has noted that while 20 per-

cent of people admit, in traditional surveys, that they watch porn, an anal-

ysis of Google searches demonstrates that the term porn is searched more 

often than weather.

Current moves in artificial intelligence and machine learning also 

enable systems themselves to identify things like hate speech, which 

allows online services like Facebook and Twitter to more easily tag speech 

that may be offensive or problematic in these and other respects. Of 

course, the algorithms are only as good as the data they’re programmed 

with, and Google’s “hate speech” detecting software has been criticized 

for being racially biased. By learning to identify words and phrases that 

have negative connotations or that are offensive in many contexts, includ-

ing the n-word, Google’s algorithm has flagged a lot of nonharmful speech, 

largely within African American communities.

Facebook has enhanced the algorithms it uses to identify and remove 

hate speech from its platform. However, as with Google, the system is not 

perfect. Although, in 2020, more posts than ever were removed by the 

software, it is unclear how many of those posts truly were hate speech. 

Moreover, a research study cited in Wired magazine on May 12, 2020, 

showed that Facebook’s algorithms appeared to be more robust in remov-

ing racial and ethnic slurs than, say, misogynistic speech.
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The hackers who attempt to break into these massive databases may be 

motivated by financial gain: the possibility of stealing the data and selling it 

or using it for identity theft, fraud, and other nefarious purposes. However, 

some breaches are carried out purely for the challenge. In the early days of 

the internet, hackers were often computer science researchers or software 

enthusiasts who engaged in these activities to test the robustness of various 

systems. Some of these people were ultimately hired in-house to test sys-

tems for weaknesses.

While data breaches can be very harmful to individuals, particularly 

those who end up as victims of fraud and identity theft, it is often very dif-

ficult for companies to know that a system has been breached until after  

the fact and, even then, it can be challenging to identify the extent of the 

A ARON’S L AW

The Computer Fraud and Abuse Act (CFAA) of 1986 is a federal law that pro-

hibits breaking into a computer system without authorization or in a man-

ner that exceeds authorization (it was used to prosecute Lori Drew in the 

Megan Meier case, discussed in chapters 5 and 6). The CFAA has been 

amended a number of times and has raised consternation in terms of the 

harsh penalties it has imposed on those whose conduct is not particularly 

harmful or dangerous.

A highwater mark for the overcriminalization, or at least over- 

penalization, of those engaged in hacking as a matter of academic interest, 

and/or as part of internet activism, was the suicide of researcher Aaron 

Swartz following his arrest for infringing the CFAA in 2011. His crime was 

hacking into an academic database to download academic articles without 

paying for them. He faced up to thirty-five years in prison and up to $1 mil-

lion in fines. His suicide led to the introduction of “Aaron’s Law” before 

Congress in 2013—a bill intended to mitigate the harshness of the penalties 

that could be imposed for this kind of conduct by amending the CFAA. 

While the bill was never enacted, the fate of Aaron Swartz still informs dis-

cussions about the impact of the CFAA today.



122	 Our Data in the Digital Marketplace

damage. There are few laws addressing standards necessary to protect indi-

vidual data outside some of the sector-specific laws discussed in other chap-

ters of this book (e.g., chapter 6 on educational privacy, and chapters 9 and 

10 on health and financial privacy). In many ways, the biggest incentive for 

companies to avoid data breaches is the fear of negative publicity if a breach 

comes to light. Of course, this creates a disincentive to report suspicions of 

data breaches.

In terms of legal recourse for individuals affected by a data breach, as we 

already know, there is no central government agency dealing with privacy 

concerns. The FBI does have the power to investigate and prosecute identity 

theft, to the extent its resources permit. And the FTC can take action against 

companies that fail to live up to their privacy policies. As we will see in 

chapter 10, the FTC also has the power to enforce the FCRA. When credit 

reports are compromised in a data breach, the FTC can also impose fines and 

THE IDENTIT Y THEFT ACT

Identity theft and identity fraud refer to crimes revolving around the theft 

of personal data in a manner that involves fraud or deceit, usually for eco-

nomic gain—for example, setting up a bank account or filing a tax return 

for a refund in someone else’s name. The terms are not limited to the digital 

world. You can commit identity theft by rummaging through a person’s 

garbage and stealing old tax records or bank statements. This is why it is 

important to dispose of sensitive documents securely. Identity theft can 

even be done by listening to a person giving out credit card information 

over a telephone.

There are a number of state laws that criminalize these activities, but 

in 1998 a federal law was passed: the Identity Theft Act. Because there is no 

central government department focused on protecting individual identity 

or privacy, enforcement of this law is coordinated between the FTC, the 

FBI, the Secret Service, and the Postal Inspection Service. Other federal 

crimes are often also implicated in identity theft cases, including wire 

fraud, credit card fraud, and computer fraud under the CFAA.
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settlements requiring companies to enhance their security measures and 

often to provide free credit reporting to affected individuals.

d ata  b r e a c h  n o t i f i c at i o n
Many state laws and some federal laws require companies that have experi-

enced a data breach to notify one or more government departments, as well 

as the individuals whose information may have been compromised. For 

example, under the Health Information Portability and Accountability Act 

(HIPAA, discussed in more detail in chapter 9), where a data breach involves 

health or medical information, any entity covered by the law must notify the 

affected individuals and the secretary of health and human services, and, if 

the breach affects more than five hundred people in a particular state, must 

also provide notice to prominent media outlets in the state.

The most dangerous breaches, and the ones that have risen exponentially 

in recent decades, involve health and financial information. Laws related to 

compilation and protection of this information are explained in more detail 

in chapters 9 and 10.

w h at  d o  i  d o  i f  m y  d ata  i s  c o m p r o m i s e d ?
Unfortunately, when your information is compromised in a data breach, 

even if you are notified of the breach by the entity that lost control of your 

data, a lot of the grunt work of monitoring and protecting your information 

will be your responsibility. Even when companies offer a period of free credit 

monitoring, it is wise to take your own precautions as well, which should 

certainly include changing passwords and PINs on your various accounts 

and services. You should also carefully monitor your bank and credit card 

statements for any irregularities, irrespective of other measures you may 

take, like credit freezes and credit alerts (discussed below, and in more 

detail in chapter 10).

Unfortunately, nothing you do will provide absolute protection against 

identity theft or fraud. However, knowing what possibilities are available may 

give you some comfort. Hopefully, the compromised business will offer some 

financial help with attempts to monitor and/or repair damaged credit. 

Whether the business ponies up to help or not, all consumers can check their 

credit reports for any signs of identity theft or fraud under the FCRA, which 
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enables you to obtain a free credit report from each of the three major Ameri-

can credit agencies—Equifax, TransUnion, and Experian—once every twelve 

months to ensure that all information is accurate and up-to-date. And, yes, it 

is ironic that one of these very agencies suffered its own major breach in 2017—

not a great endorsement of the security of our sensitive financial information.

You can also place a credit freeze on your credit reports at any time, 

which restricts access to any of your credit information under the FCRA. A 

freeze makes it much more difficult for anyone to attempt to open any new 

accounts in your name, because opening new accounts typically requires a 

bank or financial institution to check your credit report. However, if you 

want to open a new account yourself, you have to remove the freeze first. A 

credit freeze does not stop an identity thief from hacking into an existing 

account, but only makes it more difficult to open new accounts. A credit 

freeze, importantly, does not affect your credit rating (more on that in chap-

ter 10). To implement a credit freeze, you must contact all three credit agen-

cies individually, but it may be worth it for the peace of mind.

It is also possible to place a fraud alert on your credit reports. Unlike a 

freeze, you can implement a fraud alert by notifying any one of the three major 

credit reporting agencies (and then it must notify the other two). Fraud alerts 

last for only ninety days and must be renewed if there is a continuing concern 

about credit fraud. With a fraud alert in place, it may take longer for some lend-

ers to approve new lines of credit, which can be problematic for anyone who 

requires instant lines of credit periodically, say, for business purposes.

Other actions you can take to protect your credit, and credit informa-

tion, include filing taxes early to get the jump on anyone who may be 

attempting tax fraud in your name. The FTC also maintains an online service 

to help affected individuals report problems related to credit fraud or iden-

tity theft and create a tailored plan for addressing the problem. It provides 

comprehensive resources and step-by-step guides for addressing identity 

theft and fraud (see https://www.identitytheft.gov).

p r i v a c y  t i p s  a n d  t r i c k s
We’ve looked at lots of significant threats to personal data in this chapter 

and discussed the limited recourse that individuals may have in the event 

of, say, a large-scale data breach. However, there are some things you can, 

https://www.identitytheft.gov
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and probably should, do to minimize the chances of too much of your data 

being exposed to the risk of a breach. Many of these strategies focus on ways 

of limiting initial data collection because, once the data is out there, you 

cannot turn back the clock to prevent its misuse. Here are some concrete 

ideas worth considering:

	 +	 Disable cookies in your computer settings where possible and don’t 

“accept” cookies when a website asks you to do so. If the website 

won’t work properly without accepting cookies, try to temporarily 

accept the cookies just for that single website and/or for the single 

session in which you are using the website—you can generally do 

this from the “settings” menu in your internet browser.

	 +	 If your computer has a camera and microphone, place tape or some 

other cover over them when not in use, to prevent external parties 

from using them to monitor you when you’re unaware of it. Some 

companies now sell stylish adhesive and clip-on plastic covers for 

laptop cameras and microphones.

	 +	 Likewise, if you have a stand-alone camera and microphone that 

you attach to your computer, unplug it and put it in a box or drawer 

when not in use.

	 +	 Carefully check the contract terms on data collection and use 

provided by the main websites and apps you use, and for any 

devices you purchase.

	 +	 Take care to protect records of sensitive information. Do not throw 

bank statements, tax records, receipts, or similar documents in the 

trash, but dispose of them securely. There is no law stopping people 

from going through your garbage, and you don’t want them to find 

your bank statements there.

	 +	 Do not quote credit numbers over the phone in public places.

	 +	 Protect your PINs and other sensitive numbers, codes, and pass-

words, especially when in public (e.g., using an ATM or public 

computer). Do not keep them written down where other people 

might see them—and if people stand behind you in line at the ATM, 

make sure they cannot see you typing your PIN.
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	 +	 This should go without saying, but not enough of us probably do it 

regularly: always check your credit card statements (at least once a 

month, when the statement is issued) for any discrepancies. Even a 

small discrepancy may be a sign of a data leak.

	 +	 Make sure you have activated any fraud alerts that your financial 

institutions and credit card providers may offer you.

	 +	 If you are concerned that you may have been the subject of a data 

breach (or if you want to avoid the possibility), consider activating 

credit freezes and fraud alerts through the credit reporting agencies 

as discussed in this chapter.

	 +	 Use robust passwords and PINs and change them periodically, 

especially after a data breach that may have compromised your 

personal information.

	 +	 If you receive an email, text, or phone call (or other form of com-

munication) seeking personal information about you or a close 

friend or family member, take all available steps to verify the 

identity of the person contacting you. Ask for verification or 

credentials and for a callback number or website where you can 

check their bona fides. Check with a lawyer or privacy expert before 

you divulge personal information if you are unsure of the identity or 

authority of the person seeking the information.
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In July 2020, the Court of Justice of the European Union (CJEU), the court 

that interprets EU laws, held that the existing EU-U.S. Privacy Shield was 

invalid because it failed to adequately comply with EU privacy rights. The 

Privacy Shield Framework had been finalized in 2016, as a successor to the 

earlier EU-U.S. Safe Harbor program, as a way for American businesses 

engaged in commerce with the European Union to ensure safe and secure 

data flows under EU law.

The application of the Safe Harbor, and later the Privacy Shield Frame-

work, to airlines was especially important in the wake of the 9/11 terrorist 

attacks. Some international commerce requires the sharing of personal 

information about customers, employees, or others. Without a general 

framework in place, each individual company dealing with EU residents’ 

data would need to individually comply with European privacy laws. With 

the Privacy Shield Framework in place, companies could simply follow pre-

set standards and self-certify compliance.
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A program like the Privacy Shield is especially helpful to smaller organi-

zations that can save significant resources by simply complying with the 

requirements of the framework, rather than having to use their own 

resources to develop individual policies and procedures to comply with both 

U.S. and EU law. The Privacy Shield allowed companies to self-certify that 

they were complying with privacy protection requirements that met the 

standards under EU law. Over five thousand companies had joined the pro-

gram by the time it was struck down.

The CJEU held that a number of American surveillance laws were in con-

flict with EU residents’ privacy rights, noting that U.S. laws allowed for  

surveillance of individual data in ways that were not necessary and propor-

tional to the purposes of the data collection. An important tenet of EU 

privacy law is that data collection is limited to the purposes for which the 

data is collected, and that no entities (government or private) can collect 

data more broadly without individual consent. The court also found that 

remedies for breaching data-protective laws in the United States were inad-

equate to meet EU standards. This should come as no surprise to anyone who 

has read the preceding chapters.

The case originally arose when an Austrian citizen, Maximilian Schrems, 

complained that Facebook Ireland was sharing his personal data with the 

American government under U.S. law, in contravention of EU privacy pro-

tections. The particular American laws in question were Section 702 of the 

Foreign Intelligence Surveillance Act (FISA) and a 1981 executive order on 

foreign intelligence gathering for national security purposes. The case had 

made its way through the European courts for a number of years before the 

final decision on the Privacy Shield in 2020. That decision took immediate 

effect, with no grace period for companies to retool their policies and prac-

tices to provide stronger protections for EU residents’ data.

In the wake of the decision, companies that had contractual privacy 

terms in place that sufficiently protect the data of EU residents could rely on 

those terms to avoid infringing European regulations. However, companies 

that had not developed their own detailed privacy policies because  

they relied on the shorthand self-certification under the Privacy Shield 

would have to go to the immediate cost and effort of developing those 

protections.



129	 Our Data across the Pond

The problem for American companies, and for those whose data is col-

lected by them, is that American companies are required to comply with 

U.S. surveillance laws—the ones that proved problematic in the eyes of the 

CJEU. So, simply ensuring that contractual provisions are in place to comply 

with European laws will not necessarily provide the level of privacy protec-

tion required under those laws. It’s a Catch-22: American entities that gather 

data from European residents (customers, suppliers, employees, etc.) are 

damned if they do and damned if they don’t. They can have all the privacy 

policies in place they want, but if the U.S. intelligence laws require them to 

hand over information to the government, they could infringe European 

laws in the process.

While a detailed discussion of the uneasy relationship on data privacy 

between the United States and Europe is beyond the scope of this book, it is 

important to look at why and how the European laws on individual data pri-

vacy differ so significantly from those in the United States. These funda-

mental differences in approach create challenges for entities that engage in 

cross-border commerce and other interactions involving European resi-

dents. Many American customers of online service providers, for example, 

saw swift and detailed changes in data privacy policies in the wake of the 

2020 CJEU decision.

w h y  s h o u l d  w e  w o r r y  a b o u t  
e u r o p e a n  p r i v a c y  l a w ?
If it is not yet obvious, privacy regulation is a very nation-specific issue. 

Even within a nation, laws may vary widely: as we’ve already seen, various 

states in America have stronger privacy laws than exist at the federal level. 

Think about California’s Consumer Privacy Act, for example. That law actu-

ally has more in common with European law than with U.S. federal law.

But why should Americans care about European law? For one thing, 

European law can impact how American businesses operate with respect to 

data privacy, as illustrated in the opening example in this chapter. For 

another, the countries of the European Union, and in some respects Europe 

more generally, are widely regarded as the leaders in data privacy protection 

laws. The laws of those countries are increasingly held up as the global stan-

dard in a digitally connected world.
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American lawmakers, as well as those in many other countries, increas-

ingly look to Europe for guidance as to the most effective approaches for pro-

tecting individual privacy. Of course, this is not to say that the European 

position is perfect, or that it will suit every country, but it has been developed 

over many decades, and has received significant press coverage as it evolves 

to meet the needs of the digital age. For those reasons, it is worth spending a 

little time thinking about how European countries have addressed data pro-

tection, notably in the digital age. If this isn’t something you are particularly 

interested in, feel free to skip this chapter. However, considering the position 

on privacy in other countries (in particular, European countries) can be a 

useful exercise in thinking about different frameworks for data protection 

generally, and possible future avenues American lawmakers might take.

a  b r i e f  h i s t o r y  o f  e u r o p e a n  d ata  
p r o t e c t i o n  r e g u l at i o n
The focus on data protection throughout Europe can be traced back to World 

War II, during which the German government, in particular, targeted cer-

tain groups for horrific treatment, including genocide. After the war, when 

discussions of reparations, redressing of war crimes, and human rights vio-

lations took center stage at the international level, much thought was given 

to the potentially devastating results of the collection of personal data about 

individuals and groups that could be used to target those groups. We see 

similar issues arising in the United States today in relation to issues like 

racial profiling in the criminal justice context.

In many ways, modern-day privacy regulations throughout Europe 

derive from the United Nations Declaration of Human Rights, adopted in 

1948. Many of its key provisions were restated in the 1976 International Cov-

enant on Civil and Political Rights (ICCPR). Article 12 of the Declaration spe-

cifically enshrines a right to privacy: “No one shall be subjected to arbitrary 

interference with his privacy, family, home or correspondence, nor to 

attacks upon his honour [sic] and reputation. Everyone has the right to the 

protection of the law against such interference or attacks.”

Although the United States signed the Declaration of Human Rights, its 

provisions have never been implemented into national law in the United 

States. Because the Supreme Court has expressly held that rights set out in 
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the Declaration do not apply in the absence of an implementing law, the 

Declaration largely stands for ideals the government has supported, without 

giving them any particular teeth in a legal sense.

By contrast, not only have European countries individually adopted pri-

vacy rights into their own domestic laws, but the 1953 European Convention 

on Human Rights (ECHR) also specifically adopts a right to privacy in very 

similar terms to those set out in the UN Declaration. Article 8 of the ECHR 

states:

	 1.	 Everyone has the right to respect for his private and family life, his 

home and his correspondence.

	 2.	 There shall be no interference by a public authority with the 

exercise of this right except such as is in accordance with the law 

and is necessary in a democratic society in the interests of national 

security, public safety or the economic well-being of the country, 

for the prevention of disorder or crime, for the protection of health 

or morals, or for the protection of the rights and freedoms of others.

Unlike the United States, the European countries accept privacy as a 

basic human right, and balance it against the other values set out in Article 

8(2) of the ECHR: protection of public safety and security, health, and other 

freedoms. That sets a very different stage for privacy protection in European 

countries than is the case in the United States. It is against this backdrop—

privacy as a basic human right—that more detailed data privacy laws have 

developed and become harmonized under the rubric of the European Union.

Like the ICCPR, the ECHR generally does not automatically become 

effective as national law without most European countries implementing its 

provisions into their own national laws. However, as noted above, many 

European countries had already enacted privacy protections in the years 

after World War II. Additionally, EU member countries are required to 

strengthen those laws to comply with the realities of the digital world by 

virtue of the General Data Protection Regulation.

g e n e r a l  d ata  p r o t e c t i o n  r e g u l at i o n
While many European countries historically had, and continue to have, 

their own national data privacy laws, the advent of the European Union  



132	 Our Data across the Pond

(initially the European Economic Community, or EEC) led to much greater 

harmonization of those laws. The idea behind the EEC, later subsumed into 

the European Union, was to create a single, harmonized internal market 

between member countries, doing away with taxes and tariffs across 

national borders and ultimately adopting a single currency, the Euro. With 

the harmonized trading area came the realization that data protection 

should be accepted as an important aspect of the process, because trade 

involves cross-border data exchanges.

In 1995, the European Union’s Data Protection Directive was imple-

mented: the first attempt at a broadly harmonized regulation to protect data 

privacy across EU countries. The Directive was superseded by the General 

Data Protection Regulation (GDPR) in 2016, which came into effect in 2018. 

The idea behind the GDPR was to update and streamline the operation of the 

Directive, especially with respect to digital-age developments, and to give 

EU countries less discretion over implementation. The Regulation also 

imposes more significant penalties for those who gather or disseminate per-

sonal data in contravention of its provisions.

Key features of the GDPR include the focus on a “consent” model of 

information exchanges, and transparency with respect to collection and 

processing of an individual’s data. The GDPR prohibits collection and pro-

cessing of most categories of personal information without specific consent 

from the individuals in question. Greater protections are extended to  

particularly sensitive categories of data, such as information about an indi-

vidual’s race and ethnic origin, religious or philosophical beliefs, political 

opinions, trade union memberships, biometric data, genetic data, health 

information, and information related to one’s sex life, gender identity, and/

or sexual orientation.

The GDPR also limits data processing to legitimate reasons, as well as 

prohibiting the collection of data—particularly sensitive data—outside the 

original purposes for collecting it. The Regulation applies to any entity that 

collects data, including large and small companies and government depart-

ments. For better or worse, it creates a one-size-fits-all model, unlike the 

situation in the United States.

The GDPR also provides significant rights to individuals with respect to 

their personal information after it has been collected. An entire chapter 



133	 Our Data across the Pond

(chap. 3) of the Regulation is devoted to individual rights with respect to 

data after it has been collected. Under these provisions, any entity that gath-

ers personal data is required to do so—and to make records available—in a 

transparent, concise, and easy-to-understand manner. Entities that collect 

data have the obligation to inform individuals about what data is being col-

lected and why, as well as whom the data might be shared with and how 

long it will be stored. They must also inform individuals about how to access, 

check, and rectify mistakes in data collected (including completing incom-

plete information), and where and how to lodge complaints.

ONE-SIZE-FITS-ALL ISN’T GOOD NEWS FOR EVERYONE

A 2020 report by the European Commission evaluating the GDPR noted the 

challenges reported by smaller companies in complying with many of its 

provisions. Small and medium-sized companies often do not have the 

resources that larger companies enjoy to employ data protection person-

nel and to develop technological and other systems for protecting cus-

tomer, employee, and others’ data in compliance with the GDPR. The 

European Commission noted that it would not be appropriate to give 

smaller entities more leeway in complying with the law, because the size of 

the company does not correlate to the risks inherent in processing of indi-

vidual data. Small companies may sometimes, in fact, present greater risks 

to customers, employees, and others exactly because they cannot spare 

the resources to ensure adequate data protection.

The European Commission recommended that the solution is an 

expanded role for local/national data protection agencies that can provide 

practical tools to help smaller entities comply with the GDPR—like training 

courses, templates for processing contracts and personal records, and 

hotlines for consultation. The Commission noted that the European Union 

has funded a number of these initiatives, and there is a hope that these 

national/local approaches will be relatively harmonized as they become 

more widespread to prevent barriers to, and inconsistencies in, cross- 

border commerce and other activities.
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Where personal information is being processed through artificial intel-

ligence or machine learning, individuals also have the right to obtain 

“meaningful information about the logic involved, as well as the signifi-

cance and envisaged consequences of such processing.”1 Companies operat-

ing under the GDPR are required to have dedicated “data protection officers” 

in place to monitor compliance with the regulations and to oversee com-

plaints about data collection, use, and processing.

Individuals are also given specific rights under the GDPR to inspect and 

rectify records about them, as well as to obtain information about how data 

is being collected and used. If data is to be shared outside the European 

Union, individuals are also entitled to be informed about the safeguards that 

will be put in place to maintain the security of the relevant information. This 

is one reason that the failure of the EU-U.S. Privacy Shield has been prob-

lematic. Now, each company must individually make sure it complies with 

this requirement, rather than being able to rely on a standardized self- 

certification process.

The “Right to Be Forgotten”

One interesting feature of the GDPR, which originally arose under the prior 

Data Protection Directive, has become known as the right to be forgotten. 

This phrase is really a misnomer, because the right set out in the Directive, 

and now enshrined in Article 17 of the GDPR, is actually a right to have out-

dated, inaccurate, harmful, or misleading information erased or suppressed. 

It is not a right to delete all records about an individual. Under Article 17, a 

person can seek erasure of data only on the following grounds:

	 +	 The information is no longer necessary in light of the purposes for 

which it was originally collected.

	 +	 The individual has withdrawn consent to processing of the data 

(where there are no other grounds, like national security, justifying 

the use of the data).

	 +	 The individual objects to the data processing in the absence of 

overriding legitimate reasons for processing (like health, national 

security, public interest, etc.).

	 +	 The information has been unlawfully processed.
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While some American laws allow individuals to inspect and correct 

information about themselves (e.g., the Fair Credit Reporting Act, discussed 

in chapter 10), few, if any, provide a right to erasure of information like the 

European Union’s right to be forgotten. Because this right was such a novel 

concept when first introduced, it caused a lot of consternation for American 

companies operating in Europe. In particular, social media networks and 

other platforms that rely on user-generated content were heavily impacted.

Google was one of the most high-profile companies to be sued under the 

right to be forgotten in the days of the Data Protection Directive. Throughout 

Europe, many people had complained in national courts about Google search 

results prioritizing old and embarrassing information about them. Many of 

those complaining argued that, under the right to be forgotten, Google 

should be required to adjust its search algorithm to effectively “forget” this 

information—in other words, suppress it from search results.

A landmark case hit the CJEU in 2014, involving a Spanish national, 

Mario Costeja González, who complained that Google search results on his 

name prioritized a link to a newspaper listing of a bankruptcy sale from 

more than ten years earlier. The prioritizing of this listing on the first page of 

the Google search results (in Spain) was embarrassing to him personally and 

professionally, so he brought an action, originally in the Spanish courts, to 

have both the newspaper’s website and Google remove the listing from 

online access. Both Google’s American head office and its Spanish subsidiary 

(Google Spain) were parties to the action.

Google argued that an internet search engine should not be considered a 

“data processor” under EU law, and so the company should not face any legal 

liability. The CJEU disagreed: the court held that Google was indeed pro-

cessing individual data as defined by the Directive, which was still in force 

at the time. The same reasoning applies under similar provisions in the GDPR 

today. The decision in the González case opened the door for many online 

platforms that handle personal data to potentially be held liable for viola-

tions of EU data privacy laws.

Companies like Google, Facebook, Wikipedia, and YouTube all process 

large volumes of personal information and have argued that they have very 

little control over what information is accessible through their services. 

Google, in particular, as a search engine merely indexes, largely through 
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WHY IS GOOGLE A “DATA PROCESSOR” UNDER EU L AW?

It may seem odd to think of Google (or Facebook or Wikipedia) as a “data pro-

cessor,” and it is beyond the scope of this chapter to go into the detailed defi-

nitions of the specialized terms used in the Data Protection Directive and 

GDPR—terms like data, data processor, and data controller. However, it is 

worth noting that the Directive and the GDPR define these terms fairly 

broadly, and those broad definitions have been supported by CJEU decisions.

In an early case under the Data Protection Directive in 2003, the Bodil 

Lindqvist case (no. C-101/01), for example, the European Court of Justice (as 

the CJEU used to be known) was asked to consider whether a church 

employee in Sweden had infringed the provisions of local law complying 

with the Directive. The employee had posted the names and telephone 

numbers of parishioners preparing for confirmation on a church website, 

along with the occasional piece of personal information related to work, 

hobbies, and the like, often in a humorous way. The parishioners objected 

to the availability of this information, and ultimately the court was asked to 

decide whether the Directive had been infringed.

The court considered the Directive’s definitions of personal data and 

processing of data and concluded that the church employee had infringed 

the law. Personal data includes any information “relating to an identified or 

identifiable natural person” both under the Directive and the later GDPR. 

Information including names, telephone numbers, jobs, and hobbies 

clearly fell under that definition.

“Data processing” includes any operation or set of operations per-

formed on personal data, whether by automatic means or not. The court 

held that loading the information into a computer page accessible to peo-

ple connected to the internet did amount to processing for these purposes. 

This early holding perhaps clarifies why a company like Google, Facebook, 

or Wikipedia can be regarded as an entity that processes personal data 

under the Data Protection Directive and the GDPR.
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software algorithms, information on the internet. Social media platforms 

like Facebook, and user-generated information services like Wikipedia, 

have argued that they are in much the same situation. Requiring them to 

monitor everything posted on their platforms for potential violations of data 

privacy law would impose a tremendous financial burden.

Leaders of those companies have also complained that the costs of 

implementing personnel to process and respond to requests to remove par-

ticular information are exorbitant and unreasonable, and an unfair burden 

HOW DO SEARCH ENGINES AND SOCIAL MEDIA COMPLY WITH THE 

RIGHT TO BE FORGOT TEN?

Google and other online entities, in the wake of the González decision, 

implemented systems that enable individuals to complain about informa-

tion appearing on their platforms, usually by filling out an online form. Per-

sonnel at the relevant company then consider the complaint and decide 

whether or not to suppress the information in question from search results 

or other webpages.

If you want to see what the complaint forms look like, it is easy enough 

to do a quick search online. Google, for example, uses a specific complaint 

form for each of its online services, so an individual may have to fill out a 

number of forms if the concern is about information that appears on a 

variety of platforms. The Google Search Engine privacy form, at least at the 

time of this writing, asks for the individual’s geographic location, name, 

and contact details, as well as links to the specific URLs that contain the 

information in question. Then there is a box in which to explain the nature 

of the complaint: why the person thinks Google should remove the link to 

the URLs. The form itself does not say precisely how Google processes 

requests or if/when the person complaining will hear back from Google. 

There is also no clear process of appeal or complaint: Google has sole dis-

cretion as to whether or not to remove particular material, although failing 

to do so may, of course, subject Google to legal liability under European 

privacy law.
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to place on them. Moreover, commentators have suggested that to give social 

media companies and search engines the power to decide what information 

is and is not made available to the public is to misplace the power of censor-

ship in those entities.2 This concern definitely arose in a different context 

when President Trump was permanently banned from Twitter in early Janu-

ary 2021 for infringing its terms of service. He claimed, in response, that the 

social media companies had too much censorship power, without the 

responsibilities of traditional media organizations.

Geographic Scope of the GDPR

The 2014 CJEU decision, and subsequent implementation of the GDPR, raised 

the question of whether the right to be forgotten applies only to search 

engines in EU countries or may have broader reach, outside those countries, 

to apply to information about EU residents and citizens accessed elsewhere 

in the world. In the wake of the 2014 decision, nothing was stopping people 

in the European Union from using proxy servers to trick systems into believ-

ing they were situated outside Europe, thereby accessing “erased” informa-

tion. A 2019 decision of the CJEU clarified that the GDPR applies only inside 

the European Union, maintaining the existing position that internet users 

can access very different search results depending on the jurisdiction in 

which they perform a search (or the proxy server they use).3

w h at  c a n  a m e r i c a  l e a r n  f r o m  t h e  
e u r o p e a n  d ata  p r o t e c t i o n  e x p e r i e n c e ?
This brief survey of European attitudes toward and approaches to protecting 

personal information brings the clear differences from the U.S. experience 

into sharp relief. Many applaud the European approach as being revolution-

ary in keeping personal data protection at the forefront of digital legal devel-

opments, and ensuring a more appropriate balance between privacy and 

other interests (like free speech and national security) than had occurred in 

other parts of the world. Others criticize the European Union for overregu-

lating and imposing unnecessary obstacles on businesses and others, par-

ticularly those trying to innovate online.

Some American states have attempted to take a leaf from the European 

book—for example, California’s Consumer Protection Act is the first truly 
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AN AMERICAN “PRIVACY BILL OF RIGHTS”?

Given all the movement in Europe toward protecting personal privacy in 

the digital age, it is unsurprising that discussions have also taken place in 

the United States about a more comprehensive federal approach to per-

sonal privacy for the twenty-first century. Nothing comprehensive at the 

federal level has yet been implemented, although there have been lots of 

suggestions made and bills introduced into Congress.

Advocates of the idea of more comprehensive privacy protection in the 

United States often use the names “Consumer Privacy Bill of Rights” and 

“Internet Bill of Rights” to refer to the various bills that have been proposed 

over the years. These proposals contemplate issues like data security (busi-

nesses protecting personal information in their systems), transparency 

(businesses being more up-front about letting consumers know what data 

they hold and share), access (limitations on how much businesses can share 

personal information), consent (the idea of individuals being required to opt 

in and affirmatively consent to collection, use, and sharing of personal data), 

and accountability (government enforcement of these initiatives).

In 2015, the Obama administration put forward a Consumer Privacy Bill 

of Rights to create an American law along similar lines to the GDPR in 

Europe. The bill included provisions for opting out if personal data is used 

unreasonably; limiting information use to the purposes for which it was 

initially provided; deletion or de-identification of data; security measures 

for personal data; and the development of a code of conduct for handling 

personal data in some industries.

Many industries objected to this approach, noting the time and 

resources that would have to be devoted to complying with it, and the 

potential for stifling competition or innovation. It will be interesting to see 

if future federal administrations have the time or the inclination to revive 

this initiative and, if so, what form it might take.
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comprehensive U.S. privacy law. Many other states have either shied away 

from broad privacy protections, choosing instead to take little action or to 

limit action to areas of particular concern, like Illinois’s Biometric Informa-

tion Privacy Act (discussed in chapter 4). This law is indeed revolutionary, 

but it only protects biometric information like fingerprints, DNA, and 

faceprints.

Historically, the United States has approached privacy on a piecemeal, 

sectoral basis, at least at the federal level. The U.S. Congress, for example, has 

been comparatively reluctant to enact comprehensive privacy-protecting 

laws. The key areas of sectoral information protection have been in health 

and financial services, and these are the subjects of the following chapters. 

However, in recent years, as public concerns about election interference and 

health data privacy (especially in regard to contact tracing) have taken cen-

ter stage, Congress has become more focused on considering far-reaching 

data protection measures. Interestingly, some federal moves seem to be mir-

roring actions already taken at the state level. In August 2020, for example, 

a bill was introduced in Congress for a national biometric information pri-

vacy law, modeled on the Illinois statute.4 In some ways, it appears that state 

laws are becoming the testing ground for possible federal developments.

p r i v a c y  t i p s  a n d  t r i c k s
Unlike the preceding ones, this chapter has not really provided a basis for 

any privacy protection tips or tricks. Of course, if you are in an EU country 

or another jurisdiction with privacy protections stronger than those in the 

United States, you may be able to avail yourself of laws and business proce-

dures that protect your personal information there. However, companies 

like Google, Facebook, and Wikipedia are not required to extend the same 

privacy protections to American residents. This is one reason why a search 

results page on Google can look completely different from its U.S. counter-

part when you type in a particular person’s name as a search term. If that 

person has made a “right to be forgotten” request in Europe, the European 

internet searcher will likely see significantly less, or less damaging, infor-

mation about the person than the internet searcher in the United States.

Of course, those of us in the United States can engage in search engine 

optimization (SEO) technologies to sanitize our search results, and we may 
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even hire reputation protection experts to ensure that those searching for us 

online in the United States do not find damaging or embarrassing informa-

tion about us prioritized in search results. SEO involves techniques for ensur-

ing that certain information is prioritized in search results—for example, use 

of particular meta-tags and keywords when setting up a website. Businesses 

use SEO to try to have their webpages prioritized over those of their competi-

tors in search results. SEO can also be used to make sure that “positive” 

information about you is prioritized over “negative” information.

For those without the technological expertise to engage in these prac-

tices on their own behalf, a whole industry has developed to help—for a fee, 

of course. All you have to do is Google “reputation defender services” and 

you will find a whole list of companies that will help you protect or sanitize 

your online reputation. One of the earliest players in this space is Reputation 

Defender (https://www.reputationdefender.com), which touts itself as hav-

ing “pioneered” the “online reputation management space.” You can take a 

look at their website to get an idea of the services they provide.

The development, and success, of such businesses should serve as 

another reminder that even where a legal right may not be available to pro-

tect aspects of your privacy online, there are often technological solutions 

that do not rely on establishing a legal right to protection of your reputation. 

The law is only one avenue for those concerned about protecting their pri-

vacy online. Hopefully, this book is highlighting that, even when there are 

few or no legal protections available, there are often practical steps you can 

take to protect your information from prying digital eyes.

https://www.reputationdefender.com
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In 2011, the health system of the University of California, Los Angeles, was 

fined almost a million dollars and agreed to implement a corrective action plan 

to settle complaints that its employees had improperly accessed and disclosed 

the health records of a number of celebrities, including Tom Cruise and Britney 

Spears. The State of California had also fined the hospital system for similar 

employee conduct in relation to private health records pertaining to Michael 

Jackson (both before and after his death). Health information about celebrities 

is obviously valuable in the celebrity gossip market. By contrast, we may ask 

whether we should have similar concerns about our own personal health 

information, given that members of the tabloid press are not likely to be par-

ticularly interested in whether any of us have a broken leg or a difficult preg-

nancy, or in any other medical condition that we may prefer to keep private.

But do we wonder, or care, who outside our own hospital network can 

legally access our health and genetic information and what they are legally 

permitted to do with it? Health information is one of those areas where the 

American sectoral approach to data privacy at the federal level comes to the 

fore. As noted in previous chapters, the United States does not have a com-

prehensive federal law to protect our data privacy, but there are some laws 

c h a p t e r  n i n e

Our Data and Our Health

+	 Federal health and genetic information privacy laws

+	 Health information data breaches

+	 COVID-19 and public health emergency challenges for privacy

+	 Commercial DNA registries and privacy concerns

+	 Digital and robotic healthcare devices and consumer privacy

+	 Federal healthcare privacy regulators

+	 Employer-provided health insurance and privacy of medical records
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aimed at protecting specific aspects of our personal information. These areas 

include health, genetic, and financial information. (We have previously 

considered the extent to which federal law attempts to protect information 

about children and students in chapters 5 and 6.)

One disadvantage of the American sectoral approach to the protection of 

particularly sensitive health and financial information is that the focus on 

key players in the industry (e.g., hospitals and medical insurance companies 

in the case of health information) limits the reach of the protections. As new 

technologies hit the market, like health and fitness applications marketed by 

private companies, the laws fail to extend to data collected and aggregated 

through those devices. By contrast, a comprehensive privacy law, like the 

General Data Protection Regulation (GDPR) in the European Union, auto-

matically extends to most new technological developments that enable 

increased data collation and use.

In the United States, the major law related to health information is the 

Health Insurance Portability and Accountability Act of 1996 (HIPAA), which 

has been amended several times since the 1990s to take account of new 

developments in technology for health information sharing, including the 

advent of electronic health records. Alongside HIPAA, some other laws pro-

tect particular aspects of health and related information. One example is the 

Genetic Information Nondiscrimination Act of 2008 (GINA), which is more 

of an antidiscrimination law than a privacy law. This statute limits uses of 

genetic information to discriminate against individuals, particularly in the 

context of employment decisions (hiring, firing, promotion, etc.).

In the employment context, other laws do attempt to prevent discrimi-

nation on grounds that may be connected to health information—including 

some of the laws mentioned in chapter 4. However, these laws deal with 

actual discrimination rather than infringements of personal privacy in the 

abstract. As discussed in this book’s introduction, a number of scholars and 

lawmakers argue that it is more effective to target laws at prohibiting things 

like discrimination that cause specific harm, rather than focusing on more 

abstract encroachments, or privacy in and of itself. That may be a significant 

reason why American lawmakers have not been particularly willing to cre-

ate a more comprehensive data privacy law at the federal level, despite 

experiments at the state level like California’s Consumer Privacy Act.
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This chapter will introduce HIPAA and its privacy requirements in rela-

tion to medical records, including the limitations of this law in protecting 

privacy. Because the law is fairly complex, the discussion is somewhat sim-

plified but should serve the purposes of those seeking to better understand 

their rights under the law in relation to privacy. We will also discuss recent 

technological developments in healthcare devices (Fitbits, genetic testing, 

home healthcare robots, etc.) as well as the current piecemeal regulation of 

these devices with respect to consumer privacy. The chapter concludes with 

a survey of the laws on privacy rights in relation to genetic information and 

the impact of GINA and other legal developments in that context.

a n  i n t r o d u c t i o n  t o  h i p a a  a n d  p h i
Everyone has probably heard of HIPAA, and most people know it has some-

thing to do with the privacy of our health information. However, it is a fairly 

complex law that has been updated a number of times, largely to take account 

of digital developments. Outside of signing HIPAA privacy notices at the 

doctor’s office, most of us probably do not think much about what the law 

does for us, and what our rights are in relation to our health information.

The fact that most of us have signed those HIPAA consent forms at the 

doctor’s office should immediately demonstrate that, like most American 

legal approaches to privacy, HIPAA relies on a “notice and consent” model to 

allow players in the health industry to share information. If you refuse to 

grant consent to information sharing, you may not receive treatment in 

many American medical facilities.

But what are you actually consenting to, and why?

Concerned about the threat to individual privacy posed by widespread 

sharing of health information in the 1990s, Congress created four adminis-

trative standards or rules for use of this kind of information under HIPAA: 

the Privacy Rule, the Security Rule, the Breach Notification Rule, and the 

Transactions Rule.

The Privacy Rule requires appropriate safeguards for using and disclosing 

personal health information (PHI) as well as giving individuals the right to 

access and check the accuracy of their PHI. The Security Rule requires enti-

ties that collect and store PHI to implement appropriate safeguards to pro-

tect the information. The Breach Notification Rule requires actions to be 
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taken in case of a data breach, including notifying relevant government 

departments. The Transactions Rule imposes safeguards in relation to digital 

information exchanges, such as health insurance claims and payments.

The Department of Health and Human Services (DHHS) has the main 

administrative responsibilities over HIPAA, and the website of the DHHS’s 

Office for Civil Rights provides up-to-date information on individual health 

privacy rights, explained in simple terms, including simple procedures for 

anyone who wants to file a HIPAA complaint for misuse of PHI (see https://

www.hhs.gov/hipaa/index.html). This information is provided in multiple 

languages for increased accessibility.

The two HIPAA rules that are probably of most relevance to individuals 

concerned about the privacy of their health and medical records are the Pri-

vacy Rule and the Breach Notification Rule, because those are the rules that 

give particular rights to individuals both to check their health records and to 

learn whether their data may have been breached. In terms of who can 

access your information without specific consent, HIPAA generally limits 

information sharing to those who are directly involved in your medical care, 

such as healthcare providers and health insurance companies. But HIPAA’s 

coverage in this regard is more limited than many people would expect.

The health entities or covered entities that have to comply with HIPAA 

include health insurance plans, healthcare clearinghouses (independent 

third-party companies that process health information), and most health-

care providers (hospitals and medical offices). “Business associates” of these 

kinds of companies are also covered—they are defined as service providers to 

covered entities. Business associates include those who provide things like 

payment services, claims processing, data analysis, billing, e-prescription 

gateways, legal services, actuarial or accounting services, financial services, 

and benefits management. A subcontractor of a business associate is typi-

cally also a business associate under HIPAA.

Entities that may have access to your health information, likely because 

you have provided it to them, and that are not covered by HIPAA include life 

insurers, employers (for the most part—see “Employers and HIPAA”), most 

schools and school districts, most state agencies (e.g., child protective ser-

vices), most law enforcement agencies, and municipal offices. Direct-to-

consumer businesses like genetic sequencing companies (e.g., 23andMe), 

https://www.hhs.gov/hipaa/index.html
https://www.hhs.gov/hipaa/index.html
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WHAT EXACTLY IS PERSONAL HEALTH INFORMATION?

The law defines PHI as individually identifiable health information that is 

stored or transmitted in any medium, and electronic PHI (or ePHI) as PHI 

that is maintained or transmitted electronically. Under the law, individually 

identifiable health information includes information that is created or 

received by a healthcare provider, health insurance plan, employer, public 

health authority, life insurance provider, school or university, or healthcare 

clearinghouse and that relates to issues including (a) a past, present, or 

future physical or mental health condition, including genetic information; 

(b) the provision of healthcare to an individual; or (c) the past, present, or 

future payment for healthcare.

To come under the definition of PHI or ePHI, the information must be of 

a kind that identifies or could reasonably be used to identify a particular 

individual. As with other categories of personal information protected under 

federal laws in the United States, general demographic information that has 

been anonymized will typically not meet the definition of PHI or ePHI.

PHI usually comprises a combination of (a) information your doctors, 

nurses, and other healthcare providers include in your medical record;  

(b) conversations your doctor may have about your care or treatment with 

nurses and others; (c) information about you in your health insurer’s com-

puter system; (d) billing information about you at your clinic or doctor’s 

office; and (e) other information compiled by a covered entity or business 

associate that individually identifies you.

weight loss services, gyms, and providers of devices (e.g., Fitbits) are not 

covered by HIPAA and are not bound by its requirements to protect confi-

dential health information.

Who Is Permitted to Share Your Information under HIPAA?

HIPAA closely regulates the uses and disclosures that can be made of PHI, 

which is good news for health information privacy advocates, but the down-

side is that the law applies only to covered entities. Many companies that 
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share health information, including private DNA registries like 23andMe and 

Ancestry.com, are not regulated by HIPAA.

Under HIPAA, in the absence of specific consent to use or share  

information, covered entities can make only the following uses or disclo-

sures of PHI:

	 +	 Disclosures to an individual about their own health information

	 +	 Uses or disclosures of information for treatment, payment, or 

healthcare operations

	 +	 Uses or disclosures that may be required by law (e.g., in the case of 

court proceedings)

	 +	 Some disclosures for public purposes, such as reporting victims of 

abuse, neglect, or domestic violence; some research purposes; and 

other governmental purposes

	 +	 Use of de-identified information for research or public health 

purposes

	 +	 Use of de-identified demographic information for certain fundrais-

ing activities

EMPLOYERS AND HIPA A

Generally speaking, employers are not covered entities or business associ-

ates under HIPAA even if they sponsor an employee health plan. The plans 

that employers sponsor typically are covered entities, although there are 

some exceptions. An employer’s self-funded group health plan that does 

not rely on a third-party administrator and has fewer than fifty employees 

is not a covered entity under HIPAA and does not have to comply with the 

HIPAA rules. While your healthcare provider and health insurance provider 

may be limited in what information they can share with your employer, the 

opposite is not necessarily true. Your employer may be able to share some 

of your personally identifying information with a health insurance provider, 

depending on your contract with your employer.



148	 Our Data and Our Health

HIPAA and the Coronavirus Pandemic

During the COVID-19 pandemic, the Office for Civil Rights at the DHHS 

released clarification of the kinds of disclosures of PHI that are likely to 

occur in the prevention and treatment of the virus and that are permissible 

under HIPAA. In particular, a covered entity can share information about an 

individual’s infection with or exposure to the virus with law enforcement, 

paramedics, other first responders and state public health authorities in var-

ious circumstances. For example, disclosure of information about COVID-19 

exposure may be made when the information is needed to provide treatment 

(e.g., by medical transport personnel), when a state law requires reporting of 

confirmed cases (e.g., for admission to a hospital), to notify a public health 

authority (e.g., the Centers for Disease Control and Prevention, or CDC), and 

to state, tribal, local, and territorial public health departments who need the 

information to prevent or control the spread of the disease.

In April 2020, the Office for Civil Rights also announced that it will not 

impose penalties for violations of certain aspects of the HIPAA Privacy Rule 

for good-faith uses and disclosures of PHI by a covered entity for public 

health and health oversight activities during the coronavirus public health 

emergency. Examples of good-faith uses include those made to the CDC or a 

state public health authority in order to prevent or control the spread of 

COVID-19, and to the Centers for Medicare and Medicaid Services or similar 

state health oversight agencies in order to provide assistance to the health-

care system as it responds to the pandemic.

Prohibited Disclosures of Health Information

Some uses and disclosures of your PHI are always prohibited under HIPAA, 

including any use or disclosure of genetic information for underwriting pur-

poses and most sales of PHI for commercial profit. Disclosures of information 

for employment-related actions or decisions are typically also not permitted 

unless specific consent has been obtained by the individual in question. 

Genetic information is specially protected by GINA, which prohibits using 

genetic information to make determinations about eligibility for health ben-

efits, to compute premium or contribution amounts under a health plan, or 

to discriminate in the provision of health insurance coverage on the basis of 

a preexisting condition.
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HIPAA also includes what is known as a “minimum necessary standard” 

for disclosures of any health information even when permitted, which is 

similar to the stance taken toward personal information generally under the 

GDPR (see chapter 8). The rule is that when a covered entity or business asso-

ciate discloses information for a permissible purpose, it must disclose the 

minimum amount of information necessary to accomplish the intended purpose, 

unless the individual in question has authorized the disclosure of more 

information or the disclosure is required by law.

Your Rights under HIPAA

Your rights under HIPAA in relation to your PHI are also similar to the rights 

that EU residents receive over their personal information generally (see 

chapter 8). These include the right to review your health records; the right to 

correct inaccuracies in your health records; the right to receive a notice tell-

ing you how your PHI will be used/shared; the right to obtain a report on 

EMPLOYERS AND COVID

While HIPAA does restrict uses and disclosures of information that would 

include information about individuals’ contact with the COVID-19 virus, it is 

again important to remember the limitations on those who are covered by 

HIPAA. For example, employers who learn that particular employees have 

been exposed to the virus or tested positive for the virus are usually not 

constrained by HIPAA. Employers may not be entitled to obtain PHI related 

to coronavirus exposure from employees’ doctors or insurance companies 

without consent, but if an employer otherwise knows of an infected or 

exposed employee (through, say, self-reporting by the employee), the 

employer is not prohibited from sharing the information with other employ-

ees under HIPAA. Other privacy laws may come into play—as may antidis-

crimination laws, if an employer discriminated against an employee because 

of exposure to the virus—but HIPAA generally has no role to play here. Addi-

tionally, if the employer breaches any employment or other contracts in 

sharing such information, it may face contractual liability.
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how or why particular information was shared; and the right to file a com-

plaint with a healthcare provider or insurer, or with the relevant govern-

ment authority (i.e., DHHS).

HIPAA Privacy Rule

HIPAA’s Privacy Rule is probably the most important part of HIPAA for those 

of us concerned with our health information privacy. Under the Privacy 

Rule, we have the right to obtain our medical records (both hard copy and 

electronic records), ensure that our PHI has been recorded correctly, and 

find out who else may have seen our PHI. If an error is found in a health 

record, the healthcare provider is required to remedy it. If the healthcare 

provider disagrees about whether the record is correct, the disagreement 

must be noted in the file.

All entities covered by HIPAA must provide individuals with notices of 

privacy practices—these are the forms given to you when you first make an 

appointment with a new medical professional. It’s always best to read them 

and try to understand them. Additionally, the Privacy Rule requires covered 

entities to appoint a designated privacy officer in-house to develop and 

implement PHI policies and procedures and to train their workforce in those 

policies and procedures. That person may be a starting point within the 

organization if you have a privacy complaint.

The first notice you sign should include details about how your PHI may 

be used, the rights you have to check your PHI and correct it, and the duties 

owed to you to protect and maintain the accuracy of your PHI. The notice 

should clearly describe the nature of any information collection, use, or 

sharing, including uses of the information necessary for your healthcare and 

any additional uses that may be contemplated.

The form you sign is required to be written in plain English and to clearly 

explain

	 +	 the types of uses/disclosures of your personal information the 

entity is authorized to make under the law without your specific 

consent (e.g., uses for treatment or payment);

	 +	 any other circumstances in which the entity may be allowed or 

required to disclose your PHI without specific consent (e.g., legal 

purposes);
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	 +	 any legal prohibitions or limitations on uses of your PHI; and

	 +	 any uses or disclosures of PHI that require your authorization, 

including an explanation of how to revoke your authorization of 

such uses.

It must also set out your rights with respect to PHI and explain how to exer-

cise them. These include the rights to restrict particular uses of your PHI; to 

receive communications about your PHI; to inspect, copy, and correct PHI; 

to learn who has seen your PHI; and to obtain a paper copy of your PHI, even 

if you initially agreed to electronic notices.

Finally, the notice must explain the entity’s obligations with respect to 

your information, including its duties to maintain the privacy and security 

of the information, to explain its privacy practices regarding PHI, to notify 

individuals if their PHI has been breached (see next section), and to describe 

how any changes in its privacy policy will be communicated. The notice 

should also explain how privacy complaints will be handled, with details of 

whom to contact and how to lodge a complaint.

Covered entities and business associates that share PHI are required to 

have contracts in place to ensure the confidentiality and security of all infor-

mation covered under HIPAA.

Health Information Data Breaches

HIPAA includes provisions about data breaches that, like other American 

privacy laws, typically focus on giving affected individuals notice of the 

breach, along with notifying the relevant authorities. In the case of HIPAA, 

the authorities are typically the DHHS, alongside state health authorities.

HIPAA allows penalties to be imposed for health information data 

breaches and also requires detailed notices to individuals affected. A HIPAA 

data breach notice must be written in plain English and include a description 

of the nature of the breach, including the date it occurred and the date it was 

discovered; a description of the types of information involved in the breach; 

details of steps individuals should take to protect themselves; details of 

what the breached company is doing to investigate and to lessen harm to 

individuals, along with how it intends to protect against further breaches; 

and contact information for individuals who wish to seek further details.
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HEALTHCARE ROBOTS AND YOUR PERSONAL DATA

One significant limitation of America’s sectoral approach to data privacy in 

the medical area is the recent increased use of “healthcare robots.” Often 

used in the care of the elderly and children (largely for therapeutic pur-

poses, to provide assistance and comfort), healthcare robots are particu-

larly useful for those diagnosed with autism, diabetes, or cancer. They are 

often designed to look like animals—typically cute and cuddly animals to 

make their use more comforting.

One example is Paro, a fluffy robot—in the shape of a seal and about 

the size of a human baby—that can be stroked or held and can recognize 

touch, tone of voice, temperature, and posture. It can respond to these 

stimuli and mimic the sounds of a baby harp seal. It can recognize its name, 

greetings, and praise and can learn how its user prefers it to react to vari-

ous words and conditions. This robot is typically used to assist and interact 

with dementia patients. For another example, Hasbro has developed “Joy 

for All Companion Pets” to look, sound, and feel like real pets (cats and 

dogs) for companionship. There are also more directly useful or functional 

robots like the Care-O-bot 3, a German invention, which helps seniors live 

independently by fetching items and providing communication services 

and streaming entertainment services.

Under current U.S. law, these devices are not regulated by HIPAA or any 

other health-specific laws, even though they may collect data that is very 

useful in the care and treatment of the user—including daily routine, sleep 

cycles, medicines taken, dietary intake, and so on. Most of these robots are 

purchased directly from manufacturers or through retailers that are gen-

erally not covered entities under HIPAA.

The FTC may have a role to play in ensuring that contractual privacy 

promises made by manufacturers of these devices are honored. The Food 

and Drug Administration (FDA) also has a role in the premarket approval of 

medical devices, and so, to the extent that these robots are classified as 

medical devices, the FDA may vet them for compliance with its cybersecu-

rity guidelines, but these guidelines do not have the force of law.
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Covered entities are required to notify prominent media outlets in cases 

of breaches of PHI involving more than five hundred residents of a particular 

state or jurisdiction. This media notification should contain the same infor-

mation outlined above. Generally, for a breach involving more than five 

hundred individuals’ data, the organization breached must immediately 

notify the DHHS, although smaller breaches are only required to be reported 

annually.

The Federal Trade Commission’s Health Breach Notification Rule

Alongside the HIPAA data breach notification requirements, the Federal 

Trade Commission (FTC) has implemented a rule that requires some organi-

zations that handle PHI to notify it of data breaches. The FTC’s Health Breach 

Notification Rule is applied to various vendors of health records and third-

party service providers that handle health information and that do not come 

within the narrow definitions of covered entities and business associates 

under HIPAA.

The FTC rule operates similarly to HIPAA on data breach notification. A 

breached entity must report the breach to the individuals affected, to the 

media in some circumstances, and to the relevant government authority (in 

this case the FTC, rather than DHHS). The effectiveness of the FTC’s rule has 

been rather limited. As of 2020, the FTC had never launched an enforcement 

action in relation to a health data breach and had received notice of only two 

major health data breaches.

The lack of notification and enforcement under this rule is largely due to 

the fact that its original intention was to cover electronic health records, 

which were initially not well covered under HIPAA, prior to the later revi-

sions of that law. The FTC’s rule was really a gap-filler in many ways and has 

never covered information uploaded directly by individuals into their own 

private health devices and services (Fitbits, weight loss programs, calorie 

trackers, direct-to-consumer genetic testing, etc.). In 2020, the FTC sought 

public comment on the scope of the rule in particular, including whether it 

should be extended to cover more types of health information. As of this 

writing, the review of the rule is ongoing. For more information about data 

breaches in general, and health information data breaches in particular, see 

chapter 7.
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WEARABLE MEDICAL DEVICES AND TELEHEALTH—DATA BREACH 

WORRIES

Surveys have suggested that many Americans do not take advantage of 

devices that might help them improve or maintain their health because of 

concerns about data breaches and the lack of robust regulation of medical 

and healthcare devices like wearable fitness trackers. For example, survey 

findings described in an article from January 2020 suggest that only 38 per-

cent of Americans believe that appropriate safeguards exist to protect their 

personal health data, and 60 percent of those surveyed said they did not use 

telemedicine or wearable fitness trackers because of those fears (see https://

www.healthcareitnews.com/news/data-privacy-concerns-hamper-adoption- 

use-personal-medical-devices). The telemedicine fears may or may not have 

been alleviated in the age of COVID, when many healthcare providers moved 

their services online. The need to engage in more medical practices remotely, 

using digital technology, is likely to have a significant impact both on health-

care privacy and on how individuals feel about healthcare privacy.

In March 2020, the Office for Civil Rights at the DHHS announced that it 

would exercise significant discretion in enforcement of HIPAA-covered 

entities providing telemedicine during the pandemic, allowing them to use 

popular video applications like Zoom without necessarily breaching HIPAA’s 

Security Rule. At the time of this writing, the extent to which private health 

information has become insecure as a result of these developments 

remains to be seen.

g e n e t i c  i n f o r m at i o n  n o n d i s c r i m i n at i o n  a c t
Unlike general personal health records, which are the province of  

HIPAA, genetic health records are a more recent innovation and come from  

more recent research on the makeup of the human genome. Because of 

advances in genetic testing, genetic data has become significant in diagnosis 

and treatment of many diseases known to have a genetic component, 

including Alzheimer’s, some cancers, and some mental illnesses, including 

schizophrenia.

https://www.healthcareitnews.com/news/data-privacy-concerns-hamper-adoptionuse-personal-medical-devices
https://www.healthcareitnews.com/news/data-privacy-concerns-hamper-adoptionuse-personal-medical-devices
https://www.healthcareitnews.com/news/data-privacy-concerns-hamper-adoptionuse-personal-medical-devices
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Genetic data can be obtained from cell samples of hair, skin, saliva, 

blood, and other bodily products. Because genetic information is unique to 

each individual (except identical twins, triplets, etc.), it cannot be effec-

tively de-identified, so it raises more significant privacy and confidentiality 

problems than many other kinds of health information.

To the extent that genetic data is included in the kinds of health records 

protected under HIPAA, the HIPAA Privacy Rule extends to that informa-

tion. In 2008, Congress also enacted GINA, which is not actually a data pro-

tection law at all but rather an antidiscrimination law focused on genetic 

information. GINA prohibits discrimination in employment decisions (hir-

ing, firing, promotions, etc.) based on genetic information. It also prohibits 

employers from asking for, or purchasing, genetic information about 

employees and job applicants. Additionally, it prohibits retaliation against 

those who complain about misuse of genetic information, as well as prohib-

iting harassment in the workplace on the basis of genetic information. The 

law applies only to employers who have more than fifteen employees.

Because access to genetic information is a necessary precursor to dis-

crimination based on such information, GINA also regulates the privacy of 

this information to some extent. Genetic information protected under the 

law includes information about an individual’s genetic tests or those of a 

family member, family medical history, previous requests for or receipt of 

genetic services by an individual or family member, and genetic information 

about a fetus carried by an individual or family member.

The only circumstances where an employer or prospective employer can 

request, require, or access genetic information under GINA are

	 +	 where the information is acquired accidentally;

	 +	 where the information is voluntarily provided by an employee to a 

health or genetic service (e.g., employee wellness program) offered 

by the employer;

	 +	 where the information is necessary under the Family and Medical 

Leave Act or other laws or employer policies that require documen-

tation to support a leave request;

	 +	 where the information is obtained from a commercially or publicly 

available source (e.g., a magazine or webpage);
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	 +	 where the information is part of a genetic monitoring program that 

is either required by law or provided on a voluntary basis; or

	 +	 by employers who conduct DNA testing for law enforcement 

purposes (e.g., for a forensic lab or human-remains identification 

service).

An employer with access to an individual’s genetic information must keep 

the information confidential and separate from any regular medical files. The 

information may be disclosed only to the employee or a family member on 

receipt of a written request; to an occupational or health researcher conduct-

ing research that complies with certain federal regulations; if required by a 

court order; to government officials investigating compliance with GINA; if 

required to certify an FMLA or other medical leave request; or to a public 

health agency if the information concerns an imminent health emergency 

related to the spread of a contagious disease like COVID-19.

Some states have gone further than the federal laws in their protection of 

genetic information. For example, the California Genetic Information Non-

discrimination Act (CalGINA) doesn’t stop at prohibiting employment dis-

crimination based on genetic information. It extends those protections to 

discrimination in housing, provision of emergency services, education, 

mortgage lending, and elections.

Like HIPAA, GINA is somewhat limited in its operation and applies 

mainly to employers, although it also covers some other organizations, such 

as labor organizations, employment agencies, and federal government agen-

cies. There are no privacy or discrimination laws in the United States specifi-

cally targeted at protecting information voluntarily disclosed to direct-to-

consumer businesses such as private genetic testing companies like 23andMe 

or genealogy websites like Ancestry.com.

c o n f i d e n t i a l i t y  a n d  g e n e t i c  h i s t o r y
A detailed consideration of the privacy implications of assisted reproduction—

helping women become pregnant using donor sperm, eggs, and embryos—is 

well beyond the scope of this book. However, it is worth thinking briefly 

about the right to privacy of those who donate sperm, eggs, and embryos, and 
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GENETIC INFORMATION AND THE LONG-LOST FAMILY

In recent years, private DNA testing companies have provided the possibil-

ity of making family connections through genetic data registries—for 

example, 23andMe offers a “DNA Relatives” feature. The temptation for 

those who have delved into genetic testing to find out more about long-

lost relatives is a great one and has led to some interesting results. In a 

Wired article in 2020, titled “There’s No Such Thing as Family Secrets in the 

Age of 23andMe,” Caitlin Harrington followed the story of the discoveries of 

people in various countries that they were half-siblings due to a sperm 

donation in 1974 by Jeff Johnson, at the time an entry-level employee at 

New York publishing house Farrar, Straus and Giroux. Johnson had donated 

sperm for the money and because he thought it would make a fun story  

at bars.

It wasn’t until the age of private commercial DNA testing services  

that children born from sperm donations like this one could locate  

genetic parents relatively easily. In Johnson’s case, his genetic offspring 

included Denise, the daughter of a couple struggling with infertility in  

Birmingham, Michigan; Colin, a scientist, also from Michigan, whose  

parents had not told him he was the product of artificial insemination; 

Amy, an actor from Los Angeles who was curious about her genetic  

father and set out to find him; and Ben, whose brother had received a 

23andMe kit for Christmas and discovered he was not Ben’s genetic 

sibling.

Laws have struggled to keep pace with both the parental rights and 

confidentiality interests of sperm donors. In Amy’s case, the clinic where 

the donation was made could not disclose the information to her but was 

legally able to disclose it to her mother. Interestingly, in that case, the 

record about Johnson was supposed to have his identifying information 

(name, address, employer, etc.) but did not, so she was able to track him 

down through the Donor Sibling Registry, a nonprofit organization in Colo-

rado that assists individuals conceived through sperm, egg, or embryo 

donations in finding genetic relatives.
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The lack of clear legal regulation around private genetic companies is 

not necessarily a good or a bad thing, and even regulation would not help 

much in cases where mistakes are made, like accidentally sending infor-

mation that is supposed to be kept private. However, genetic information is 

an area that is likely to need more regulation and oversight in coming years, 

both in the United States and globally.

a competing interest, the right of children born through assisted reproduction 

to know about their genetic relations, whether for a sense of completeness 

emotionally or to be informed about genetic health conditions. Legal systems 

around the world have struggled to balance these rights and interests, and the 

commercialization of DNA testing services increases the challenges for law-

makers. Additionally, even with regulations in place, mistakes can be made in 

revealing too much, or incorrect, information.

Another area where commercial DNA testing services impact individual 

ARTIFICIAL INSEMINATION IN THE NINETEENTH CENTURY

A lot of confidentiality questions about genetic relatives arise today in the 

context of massive, and growing, DNA databases run by commercial enter-

prises. These issues are not as new as we might think. In her 2020 Wired 

article already mentioned, Caitlin Harrington noted that the first reported 

donor-conceived birth occurred in 1884, when a Philadelphia doctor artifi-

cially inseminated a patient using sperm from one of his medical students. 

He did this without the woman’s consent and eventually told her husband 

what he had done, but neither man told the woman herself. The medical 

students involved were sworn to secrecy, although one of them wrote 

about it later. As recounted in Harrington’s article, the idea to artificially 

inseminate the woman came about as a result of a joke by one of the 

attending medical students that the only solution to the couple’s infertility 

problem was to “call in a hired man.”
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privacy and raise legal concerns about the balance of privacy against other 

competing interests is in law enforcement. Increasingly, police departments 

have utilized genetic databases to help identify suspects, often in the most 

violent crimes.1 The legalities of these practices have been in the news in a 

number of states, with various state lawmakers proposing and enacting laws 

around these practices.2 Genetics, and the privacy implications of DNA test-

ing, will be fascinating areas to watch in the future. Due process restraints 

on government uses of personal information are considered in chapter 11.

p r i v a c y  t i p s  a n d  t r i c k s
Health information privacy and genetic privacy are some of the more chal-

lenging issues in the current American legal system and globally. The sec-

toral approach to privacy regulation at the federal level in the United States, 

in particular, creates a lot of gaps and uncertainties in regard to legal privacy 

protections, especially with data that is not collected or stored by organiza-

tions covered under laws like HIPAA and GINA. The COVID-19 pandemic has 

not helped foster health information privacy, because more information has 

had to be shared over less secure networks as a result of moves to telemedi-

cine in 2020. Some things you can do to keep an eye on the status of your 

private health and genetic information include the following:

	 +	 If you are using healthcare devices at home like Fitbits, digital 

calorie counters, or other kinds of health information trackers, 

make sure you read and understand the terms of service provided 

with those devices.

	 +	 Insist on receiving, and make sure you read and understand, any 

privacy notices provided by medical practitioners and health 

insurance providers.

	 +	 Keep an eye on the website of the Office for Civil Rights at the 

DHHS, especially during the COVID-19 pandemic and other public 

health emergencies that may arise, about the kinds of issues they 

foresee in relation to private health information and the steps they 

may be taking (or that you can take) to mitigate concerns about 

privacy.
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	 +	 Watch the videos on the same website to better understand your 

rights (Your Health Information, Your Rights!, available at https://

www.hhs.gov/hipaa/for-individuals/guidance-materials-for-

consumers/index.html).

	 +	 Ensure that you understand how to access your electronic health 

records, and those of your dependents, and check them routinely 

for accuracy.

	 +	 If you use private DNA testing services, make sure you understand 

the terms and conditions of use, especially in relation to privacy.

	 +	 If you donate genetic material for private purposes (such as sperm 

donation), make sure that you understand the contract you are 

entering into, especially in relation to the privacy and confidential-

ity of your personal information.

https://www.hhs.gov/hipaa/for-individuals/guidance-materials-forconsumers/index.html
https://www.hhs.gov/hipaa/for-individuals/guidance-materials-forconsumers/index.html
https://www.hhs.gov/hipaa/for-individuals/guidance-materials-forconsumers/index.html
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How many times have you received a notice, from your bank or credit pro-

vider, letting you know of a data breach and the possibility that your financial 

information was compromised? Probably so often that you don’t even bother 

reading the notices anymore. The name for this reaction is “data breach 

fatigue,” and it is becoming more and more common in the digital age, with 

the loss of data security as a result of malicious attacks and/or system errors 

increasing exponentially. As we know from previous chapters, data breaches 

can happen in any number of industries, but statistics show that the informa-

tion most likely to be targeted by hackers is financial and health information, 

due to its value on the black market. Financial, tax, and health identity theft 

are the main aims of those who want to profit from consumer information. A 

2020 study demonstrated that 71 percent of all data breaches are financially 

motivated, and that the cost of detecting and remediating data breaches has 

now reached almost $20 million annually in the banking industry.1

Other sobering statistics about data breaches in the financial services 

industry include the fact that over 90 percent of ATMs are vulnerable to various 

c h a p t e r  t e n
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kinds of security attacks, more than five hundred million consumers do not 

realize that their digital device is infected with crypto-mining software, and 

over half of American banks have failed web security tests.2 Despite these risks, 

it seems that many of us either don’t care about the threat of a data breach 

involving our financial information or just feel helpless to do anything about it. 

Financial data breaches are among the largest contributors to the exponential 

problem of identity theft in the United States.

This chapter will talk mainly about the American laws that regulate pri-

vacy protections for our financial information, and the kinds of recourse we 

do and don’t have in the case of a financial data breach. The discussion will 

also cover practical tips for securing and monitoring your financial informa-

tion, especially with respect to concerns about identity theft. If some of the 

chapter feels repetitive, it is because much of the law and practice related to 

financial data privacy in the United States is effectively the same as for other 

kinds of sensitive information, like health information, children’s data, and 

student records. So you may want to refer back to the tips and tricks at the 

ends of chapters 5, 6, and 9 for a refresher on best practices in protecting 

those categories of data.

Because of the sectoral approach to privacy protection in the United 

States—as compared with, say, the more comprehensive position in the 

European Union (see chapter 8)—there are a number of different laws that 

impact financial privacy as distinct from, say, health privacy or student pri-

vacy. The scheme of much of this legislation is similar: generally, the onus in 

the United States is on consumers to protect their own information, and the 

main obligation of financial institutions is to notify customers of data 

breaches. Additionally, most of the relevant laws enable a financial institu-

tion to obtain valid and enforceable customer consent for various uses of pri-

vate financial information. If your financial institution requires you to sign a 

statement consenting to certain uses of your information, you may have no 

choice but to agree, or else seek another bank that may or may not have sim-

ilar terms for opening an account or a credit line.

The main federal laws that cover financial privacy include the Fair Credit 

Reporting Act of 1971, the Right to Financial Privacy Act of 1978, some provi-

sions of the Gramm-Leach-Bliley Act of 1999, and to some extent the Bank 

Secrecy Act of 1970 (though that law has more to do with what information 
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a bank can collate and report to the government without a customer’s con-

sent). The Fair Credit Reporting Act (FCRA) is largely about what credit 

reporting agencies can do with information in your credit report: who it can 

be shared with and when you are required to be notified. The Right to Finan-

cial Privacy Act provides some level of privacy in regard to government scru-

tiny of personal financial information, enacted after the Supreme Court held 

(in 1976) that the due process provisions of the Fourth Amendment did not 

apply to information held by a financial institution. We will consider the 

impact of the Fourth Amendment on privacy more generally in chapter 11.

The Gramm-Leach-Bliley Act (often referred to as the GLB Act or GLBA) 

largely updated preexisting regulations to broaden and clarify the definition 

of a financial institution for the purposes of regulation of the financial ser-

vices industry, as well as to provide clearer privacy protections for custom-

ers. One of its key innovations was the requirement that every financial 

institution has to provide every customer with a privacy notice annually.3 

The customer is also given the ability to opt out of certain information- 

sharing practices, as discussed in more detail later in this chapter. Because it 

is an opt-out system rather than an opt-in system, the onus is on the cus-

tomer to specify whether certain financial information can or cannot be 

shared with third parties.

The Bank Secrecy Act is more about ensuring that financial institutions 

maintain sufficient customer records and report suspicious transactions in 

order to help the government prevent financial crime—for example, money 

laundering and associated underlying criminal activities, like drug dealing. 

While this is not a law that specifically protects privacy (actually, it does the 

opposite), it is important in a book like this to understand circumstances 

when a financial institution might be required to share information about 

financial accounts or transactions with government authorities without 

informing the account holder.

One wrinkle that has arisen again and again in the regulation of the finan-

cial services industry is in defining which institutions should be covered by 

regulations like those listed above. Initially the laws were more concerned 

with banks and credit card companies, but today they extend to many other 

organizations that provide lines of credit—for example, auto dealers that pro-

vide credit for purchasing vehicles, or casinos that provide lines of credit. 
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Even the definition of a consumer reporting agency has been extended over 

the years as more and more companies set up services that help track an indi-

vidual’s financial background and other personal details. While this chapter 

is about the finance industry generally, the laws in question cover institutions 

outside of regular banks and the three major credit reporting agencies.

It is important to note at the outset that, as with the earlier discussion of 

health privacy laws, this chapter’s discussion of many of these finance-

related laws is somewhat oversimplified, as our intention here is to introduce 

the basic everyday concerns individuals may have about financial privacy. 

While the laws establish regulation of different kinds of financial institu-

tions by different bodies with varying sets of rules,4 this chapter focuses on 

what we might call lowest-common-denominator practices: the minimum 

that individuals need to do to keep an eye on their financial records. In other 

words, this chapter will not make anyone into an instant expert on the com-

plex web of financial regulatory laws in the United States.

i n t r o d u c t i o n  t o  t h e  f a i r  c r e d i t  r e p o r t i n g  a c t
Probably the one law that most Americans are familiar with in regard to the 

financial services industry is the FCRA, which imposes obligations on con-

sumer reporting agencies and some other organizations with respect to uses 

and disclosures of personal information—largely credit scores and general 

creditworthiness, but other personal data as well.

Under the law, a “consumer reporting agency” is fairly broadly defined 

to include any person or organization that regularly assembles or evaluates 

consumer credit information or other information on consumers in order to fur-

nish reports to third parties like financial institutions, landlords, employers, 

or insurance providers. The idea of a “consumer report” under the law is not 

limited to reports about creditworthiness but also includes character, gen-

eral reputation, personal characteristics, and mode of living. Because of 

these broad definitions of the organizations and information regulated by 

the law, a number of companies outside of the major credit reporting agen-

cies (Equifax, Experian, and TransUnion) fall under the definition of a con-

sumer reporting agency and may be regulated under the law—for example, 

banks, credit unions, auto dealers with financing operations, and others 

that aggregate consumer information.
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The FCRA imposes obligations related to notice and accuracy when 

information about an individual is used in particular contexts, such as for a 

background check for a prospective employee, a check of creditworthiness 

when applying for a loan, or a credit check for a potential tenant. The law 

limits who can access information in a credit file to those with a valid need 

for the information—like banks, prospective employers, or prospective 

landlords. Generally, when these parties want to obtain a report about you, 

they will seek your consent, although consent is not always necessary under 

the law. Most employers and prospective employers are required to seek your 

authorization to access your report.

Importantly, if a negative decision is made about you on the basis of a 

consumer report—for example, denying credit or insurance or making an 

adverse employment decision—you must be told about the report and given 

the name, address, and phone number of the agency that provided the 

information.

y o u r  r i g h t s  u n d e r  t h e  f a i r  c r e d i t  r e p o r t i n g  a c t
Other than the right to consent (or not) to certain information disclosures 

and to be notified of adverse decisions based on consumer reports, consum-

ers also have a number of other rights under the law. For example, you  

have the legal right to inspect your file at any consumer reporting agency. 

Generally, you may have to pay to obtain information in your file, but the 

information can be provided free of charge in certain situations—for exam-

ple, if an adverse decision has been made on the basis of the information, if 

you are the victim of identity theft, if your file contains inaccurate informa-

tion due to fraud, if you are on public assistance, or if you are unemployed. 

You can also obtain a free credit report every twelve months from Experian, 

Equifax, or TransUnion. During the COVID-19 pandemic, these three  

credit agencies have expanded a program that provides free weekly credit 

monitoring.

Additionally, you always have the right to ask for your credit score, 

which is a numerical summary of creditworthiness based on compiled 

information from credit bureaus. Typically you have to pay for this informa-

tion, but in some contexts (usually involving financial transactions like 

mortgages) the bank may provide the information free of charge.



WHO CAN BE A CONSUMER REPORTING AGENCY?

When most of us think of consumer reporting agencies (to the extent we 

ever think about them), our minds immediately go to the three major com-

panies that maintain our credit reports: Equifax, Experian, and TransUnion. 

However, as noted in this chapter, many other entities that handle personal 

information can fall under the Fair Credit Reporting Act’s definition of a 

consumer reporting agency.

In 2016, the U.S. Supreme Court heard a case—Spokeo, Inc. v. Robins—

that considered whether online “people-finding” services can be regulated 

as “consumer reporting agencies” under the FCRA. The case involved a 

complaint that an online “people search engine” (Spokeo, Inc.) had 

infringed its obligations under the Act to ensure that information about 

individuals profiled in its reports was accurate.

Spokeo is one of the proliferation of online people-finding companies 

you may have come across if you’ve ever tried to do a reverse phone- 

number-lookup or find someone when you only knew small bits of informa-

tion about them. Those companies generally trawl a wide array of databases 

to gather information about individuals, which they can then sell to a variety 

of customers, including prospective employers and private investigators.

The Supreme Court’s role was to determine whether the complainant 

had established harm that a court could address. The Court simply 

accepted, for the purposes of its discussion, that Spokeo was a consumer 

reporting agency under the law. Ultimately, there has been no clear judicial 

decision or legal ruling on whether such people-finding companies are 

consumer reporting agencies or not. Spokeo itself currently asserts on its 

website (largely hidden in small print at the bottom of the homepage) that 

“Spokeo is not a consumer reporting agency as defined by the Fair Credit 

Reporting Act. . . . Do not use this site to make decisions about employ-

ment, tenant screening, or any purpose covered by the FCRA.”

Of course, saying you are not a consumer reporting agency does not 

make it so, but in the absence of a clear legal ruling, the question is open 

for debate. Some lower courts in the United States have assumed that 

companies like Spokeo are consumer reporting agencies, but so far there is 

no definitive answer from the highest court in the land.
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WHAT IS A CREDIT SCORE?

In the United States, a credit score (ranging from 300 to 850) is a tool used 

predominantly by lenders to decide how likely you are to repay debts. The-

oretically, it helps them determine whom to offer credit, and on what 

terms. The score is compiled from information held by consumer reporting 

agencies and includes information related to your payment history on past 

debts. This approach can be problematic for young people without a debt 

history and also for immigrants who have not yet established credit in the 

United States.

The credit score may also reference the total amount of debt you owe 

(on all kinds of loans, including student loans, motor vehicle loans, credit 

cards, etc.). The score may also include your pattern of managing different 

kinds of debt, including keeping credit balances low and paying bills on 

time, as well as how often you apply for credit. If you apply for lots of credit 

cards around the same time, it can negatively affect your credit score.

Credit scores can seem mysterious because there is no right to see 

how your particular score has been calculated. However, to keep a bit of a 

handle on it, you can monitor your credit regularly and keep an eye on the 

factors likely to affect your credit score.

Under the FCRA, you also have the right to dispute inaccurate or incom-

plete information and to have the relevant consumer reporting agency or 

agencies correct or delete inaccurate, incomplete, or unverifiable informa-

tion within thirty days of receiving notice of the problem. In particular, the 

law prohibits consumer reporting agencies from reporting negative infor-

mation that is more than seven years old or bankruptcies that are more than 

ten years old.

i d e n t i t y  t h e f t
Data breaches can lead to identity theft: the crime of using someone else’s 

identity to establish credit or other services, including often expensive 

healthcare services, or to submit fraudulent tax documentation for a refund. 
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CREDIT FREEZES VS. FRAUD ALERTS

Two important tools in the American credit reporting system for combating 

identity theft and fraud are credit freezes (sometimes called security freezes) 

and fraud alerts. A fraud alert is basically what it sounds like: you notify the 

credit reporting agencies to insert a notation on your file that requests any 

business seeking your credit report to confirm your identity. There are two 

main types of fraud alert: an extended alert and a temporary alert.

The extended fraud alert is used when you have previously been a victim 

of credit fraud or identity theft, and lasts for seven years unless you remove 

it before then. It requires documentation like a police report to be submitted 

in support of the request for the alert. A temporary fraud alert stays on your 

file for one year unless you renew it. Neither form of fraud alert affects your 

credit score. There is also a separate “active duty fraud alert” for members of 

the military who want to protect their credit while deployed.

A fraud alert enables businesses—like potential employers, insurance 

companies, financial institutions, car rental companies, landlords, and 

others—to check your credit, but they are required to confirm your identity 

when they do so. Criminals may be able to get around these constraints, 

particularly if they have established a solid identity in your name, but the 

fraud alert does give you some extra protection against fraudulent lines of 

credit being opened in your name.

Credit freezes are more stringent than fraud alerts and prevent anyone 

from accessing your credit history and opening a line of credit in your name 

unless you request the removal of the freeze first. This strategy is unwieldy 

for people who need to open new lines of credit periodically, say, for business 

purposes (cell phone accounts, rental properties, etc.), but does provide 

greater protection for your credit than a fraud alert. Older people who have 

established credit and are not likely to be seeking further credit may find 

freezes more useful than younger people who are still establishing credit.

Useful information about the difference between fraud alerts and 

credit freezes, and about how to set up either, can be found on the Federal 

Trade Commission’s website (https://www.consumer.ftc.gov/articles 

/what-know-about-credit-freezes-and-fraud-alerts).

https://www.consumer.ftc.gov/articles/what-know-about-credit-freezes-and-fraud-alerts
https://www.consumer.ftc.gov/articles/what-know-about-credit-freezes-and-fraud-alerts
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Any data breach can lead to these activities, but financial data is particularly 

susceptible, along with health data, because of its value in enabling these 

activities.

Despite the exponential increase in the prevalence of identity theft, 

especially in connection to health and credit, many misunderstand its sig-

nificance and the difficulties of preventing or remedying it. Between 2010 

and 2020, more than thirty-eight billion financial and other records have 

been exposed to identity theft.5 So, even if you are not aware of it, there is a 

good chance that some of your personal information is floating around in 

cyberspace, vulnerable to fraud.

Many people misunderstand the scope of identity theft and how serious 

it can become, along with the time and resources involved in combating the 

criminal activities. As one victim, Amy Krebs, said in 2014,

people don’t really understand what identity theft is.  .  .  . People think it’s 

credit card identity theft—someone went to Target and bought something, so 

why are you all upset about this? In that case, you call your credit card com-

pany and say, this is a fraudulent charge, fill out some papers and get on with 

your life.

  That wasn’t the case for me. I had to prove who I am, I had to go through 

court, I had to go through grand jury, I had to give testimony. I am very for-

tunate in my case that I had someone to point to. Sometimes, people aren’t as 

fortunate.6

Krebs’s story is not unusual, and it is a stark example of how challenging it 

can be for an individual to redress identity theft, even in a case where it is 

clear that financial data has been breached and that someone is using that 

data fraudulently. In Krebs’s case, the authorities never discovered how the 

identity thief had first accessed Krebs’s personal information, but the two—

victim and thief—lived in neighboring towns, so perhaps the information 

was accessed from a retail outlet or other physical place where Krebs had 

used a credit card.

After first learning of the identity theft from a credit card company alert, 

Krebs attempted to check her credit reports to gauge the extent of the dam-

age. She could initially only access the report from one of the three major 

credit agencies (Equifax, Experian, and TransUnion), because the identity 

thief’s information had effectively overwritten Krebs’s information in two of 
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the agencies’ databases. Krebs learned of the misconduct around six months 

after her information was first misused—and by that time, the wrongdoer 

had attempted to open more than fifty credit accounts in her name, mixing 

Krebs’s identity with her own so that any online aggregations of information 

about Krebs did not refer to a single real person, but rather to a pastiche of 

Krebs’s and the thief’s information.7

Krebs placed fraud alerts on all her credit cards and soon was receiving 

multiple calls daily about fraudulent activity involving her credit. Krebs 

notes that it is particularly easy for identity thieves to infiltrate credit if they 

have access to your social security number, so it is a good idea to protect that 

information better than we often do.

One of the more significant issues facing victims of identity theft and 

related fraud is knowing where to turn to redress any injuries sustained—

financial and psychological. That may be one of the major downsides of 

America’s sectoral approach to safeguarding privacy. Different government 

departments deal with different aspects of identity breaches, which leaves 

victims with the responsibility for following up with all relevant depart-

ments on their own time. As Krebs notes, “The government isn’t much help 

either. You’re bounced from agency to agency to agency: If you’re an identity 

theft victim, here are the 400 steps you have to do.”8

The United States does have federal laws against identity theft, but they 

are largely criminal laws that are not of great use to victims of identity theft. 

They require criminal action to be taken against the wrongdoer, and a court 

to actually pass a meaningful sentence, which may or may not deter the 

criminal from engaging in identity theft in the future. The Identity Theft 

Enforcement and Restitution Act of 2008 does allow victims to claim restitu-

tion for expenses related to the value of the time they reasonably spent trying 

to repair their credit and other aspects of their identity. But this is a drawn-

out process, requiring both those meticulous records Krebs mentioned and 

also a court agreeing to value a victim’s time in a meaningful way.

And like many digitally enabled crimes, vulnerable populations can be 

at the greatest risk as targets of identity theft. In 2019, five people were 

indicted for engaging in a major identity theft program that preyed on veter-

ans, many of whom were elderly and/or disabled. The information pertain-

ing to thousands of veterans and senior military members was taken from a 
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computer screen at a U.S. Army base in South Korea and used in rerouting 

millions of dollars in disability benefits and other payments due to the 

veterans.9

a  c o n s t i t u t i o n a l  r i g h t  t o  f i n a n c i a l  p r i v a c y ?
In the absence of an all-encompassing federal privacy law or constitutional 

right, Congress has stepped up to create privacy rights in particular areas, 

including education, health, and financial privacy (we discussed education 

and health in chapters 6 and 9, respectively). The Right to Financial Privacy 

Act was implemented in 1978 and creates a Fourth Amendment–like right  

to privacy in certain financial records. We will look at the Fourth Amend-

ment in more detail in chapter 11, but basically, that is the section of the 

Constitution that prevents searches and seizures of individuals and their 

property without due process. If you watch a lot of police procedurals, you 

have likely heard the characters talk about “probable cause” or “needing 

warrants” to search premises and records for evidence of wrongdoing. The 

law related to government searches of individuals and their property, 

including their data/records, derives from the Fourth Amendment. The  

constitutional bar on governmental authorities being able to search you or 

your property or records without due process is a form of privacy right: it 

creates a limited constitutional form of privacy against illegal government 

searches.

In 1976, the Supreme Court was asked to consider whether this Fourth 

Amendment privacy right applies to a person’s bank records. In United States 

v. Miller, the Court held that bank records are outside the scope of the Fourth 

Amendment—in other words, there is no Fourth Amendment privacy pro-

tection of bank records against governmental searches. There were a number 

of legal reasons for this result, including the fact that the bank records were 

not regarded as belonging to the individual, but rather as being the property 

of the bank that created the records. The records don’t “belong” to the 

account holder, and the Fourth Amendment doesn’t prevent the government 

from making inquiries about an individual outside of his or her own prop-

erty. In constitutional law terms, this is often referred to as the third-party 

doctrine: the Constitution does not generally protect records about you cre-

ated by someone else from a warrantless search. The third-party doctrine is 
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discussed in more detail in chapter 11, with respect to cell site location 

records, in particular.

In Miller there was also some discussion about whether the individual in 

question had a “reasonable expectation of privacy” in records generated and 

maintained by his bank. The Court ultimately held that a bank’s customer 

has no reasonable expectation of privacy in these kinds of records created 

and maintained by the financial institution in the ordinary course of the 

banker-customer relationship.

Of course, Fourth Amendment issues arise only in situations where the 

government is investigating an individual, typically in the area of criminal 

law (discussed in more detail in chapter 11). The Miller case involved an 

investigation by the Treasury Department’s Bureau of Alcohol, Tobacco, and 

Firearms about possible tax evasion by a distillery in Georgia. The bureau 

wanted to search bank records in the context of that investigation.

The result of the case, holding that the Fourth Amendment did not pro-

tect the privacy of the bank records, led to the enactment of the Right to 

Financial Privacy Act. This law created a Fourth Amendment–like right in 

financial records. Congress intended to create new protections for bank 

records that would

	 +	 require notification of the customer before records were disclosed to 

the federal government;

	 +	 allow customers to challenge the release of their records to the 

government; and

	 +	 require government agencies to produce an audit trail documenting 

all disclosures of relevant information to the government (including 

transfers between government agencies).

The law applies only to federal government requests for information, 

although some states followed suit and implemented their own law to much 

the same effect. The Right to Financial Privacy Act requires a federal govern-

ment agency requesting financial information to give the customer advance 

notice of the requested disclosure so that the customer has an opportunity to 

challenge the request. The law also prevents a federal government agency 

from accessing or copying financial records unless either the customer has 
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authorized the access or the request is supported by a subpoena, summons, 

warrant, or appropriate written request from an authorized government 

agency.

As with many laws related to financial institutions and financial records, 

the question of whom the law applies to is rather broad. “Financial institu-

tions,” for the purposes of the law, include virtually any entity that issues 

credit, including retailers and merchants who issue credit cards, banks and 

credit unions, money-order businesses, traveler’s check issuers, the U.S. 

Postal Service, casinos, and others. There is still some uncertainty about 

precisely which organizations fall within the definition of “financial institu-

tion” under the law, especially with respect to travel and entertainment 

cards that do not permit deferred payments. If the law is strictly interpreted, 

credit card issuers are usually those who extend credit, meaning that pay-

ments can be deferred if the customer pays interest. Some travel and enter-

tainment cards do not fit that bill.

The law also only protects private individuals or partnerships with five or 

fewer individuals from disclosures of financial records. This limitation 

makes sense if we assume that the idea is to create individual privacy rights 

based largely on the notion of the due process rights in the Constitution, 

which had their genesis in the idea of personal protection against govern-

ment interference.

p r i v a c y  n o t i c e s
As this chapter has demonstrated, financial privacy involves a delicate  

balance of rights created by Congress to protect confidentiality of some 

information while still enabling law enforcement officers to do their jobs, 

especially with respect to major crimes like terrorism, drug trafficking, and 

associated money laundering. Congress has also implemented laws that pro-

tect your privacy more generally in financial records, at least by requiring 

notice to be provided about what is being done with your personal financial 

information.

The GLBA attempts to balance a customer’s right to privacy with a financial 

institution’s need to share information for normal business purposes. The 

information held by a financial institution can include personally identifying 

information (name, address, phone number, etc.) as well as details about your 
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SUSPICIOUS CUSTOMERS AND TRANSACTIONS: WHEN A BANK 

MUST DISCLOSE INFORMATION

While most of this chapter is about ways to protect the privacy of your 

financial and credit information, there are some situations when a financial 

institution is required to share your personal financial information with the 

government without your authorization. Most, if not all, laws that provide a 

degree of privacy in financial information also make exceptions for disclo-

sures required for legal and judicial purposes, including investigations of 

crime. The American banking system in particular is required to comply 

with a set of laws that require disclosures of financial information to the 

government, notably in the context of concerns about money laundering 

and drug trafficking.

For example, under the Bank Secrecy Act, financial institutions must 

file Suspicious Activity Reports with the Financial Crimes Enforcement 

Network (FinCEN) if they discover or suspect illegal activity involving abuse 

of a financial institution. These reports are kept highly confidential, and the 

subject of the activity is not notified of the report being filed. Also under 

the Bank Secrecy Act, financial institutions must compile other informa-

tion on customers with a view to preventing and reporting suspicious 

activity. These procedures vary from institution to institution, but you will 

often see them referred to under the acronyms CID and CDD: Customer 

Identification Program and Customer Due Diligence. This is all part of a 

“know your customer” initiative that was beefed up after the 9/11 terrorist 

attacks to ensure that financial institutions, again fairly broadly defined, 

effectively know who they are dealing with as customers, and can flag any 

suspicious customers or accounts.

credit, income, and assets. Some financial institutions like to share this infor-

mation with other businesses for targeted marketing purposes, for which they 

may be paid in return. Some people love targeted ads and some hate them, but 

many people would like to have a greater sense of who can access their infor-

mation and for what purposes. Many would also like to have more control over 
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that access, either for a sense of security and privacy in the information or sim-

ply to prevent unsolicited junk mail, spam, and the like. See chapter 4 for a 

refresher on the benefits and downsides of targeted marketing.

The GLBA requires each financial institution to let its customers know 

what kinds of personal information it collects and the types of businesses 

with which it might share that information.10 This disclosure is made in a 

privacy notice and is supposed to help customers decide how comfortable 

they are with the arrangements their financial institution proposes. The pri-

vacy notice must be provided every time a new account is opened, and it 

must give you a chance to opt out of information sharing outside the institu-

tion’s own corporate family.

So if ABC Bank tells me that it wants to share my information with Hypo-

thetical Retailer, it has to tell me this when I open my account and give me 

the opportunity to opt out of the information sharing. Even if I decide not to 

become a customer, or my application for an account is rejected, or if I am a 

customer but decide to close my account, my opt-out request is supposed to 

stay in effect. It can be hard for an individual to monitor whether an opt-out 

request is being honored or not, because it is so difficult to pinpoint the 

source of a lot of the targeted marketing we face in our daily lives, but this is 

at least the theory of how opt-out notices are supposed to work.

The privacy notice that the financial institution gives me should also 

explain in simple terms how it will protect the confidentiality and security 

of my personal information. Granted, not many of us actually ever read these 

privacy notices, but if you want to try to opt out of information sharing, it is 

a good idea, when you open an account, to make your preferences on that 

score known.

You cannot opt out of the bank’s sharing of information that it needs to 

conduct normal business operations or to prevent fraud and unauthorized 

transactions. As we have seen earlier in this chapter, there are other laws 

that require disclosure of your information in particular circumstances, 

such as investigating crime or complying with a court order. There are also 

exceptions for “joint marketing arrangements” in which a financial institu-

tion and, say, an insurance company decide to jointly offer or endorse par-

ticular products or services. The opt-out provisions will not apply to those 

kinds of initiatives.
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It is also worth noting that you can opt out at any time after you open 

your initial account, but a later opt-out request will only cover future dis-

closures of information by the financial institutions and will not undo past 

disclosures. To opt out of information sharing, you will have to follow the 

procedure the financial institution gives you in its initial privacy notice, 

which may differ between institutions and could require a phone call to a 

particular number or mailing something in writing to a particular address. 

While this may seem unwieldy, the requirement allows financial institu-

tions to avoid confusion about how their procedure works and hopefully 

helps them keep easier track of customers who have attempted to opt out of 

information sharing.

Other than the initial privacy notice the financial institution has to give 

you, it also has to provide annual privacy notices for customers who have an 

ongoing relationship with them (e.g., who have opened and continue to hold 

accounts with them). Also, if the institution changes its privacy policy, it 

must send a revised privacy notice. The institution may also ask customers to 

agree to electronic delivery of notices and, if you accept electronic notifica-

tion, it is no longer obliged to send paper notices in the mail. Notices can be 

sent with bank or credit card statements or mailed separately, provided they 

are sent at the appropriate time.

p r i v a c y  t i p s  a n d  t r i c k s
This chapter has highlighted the privacy protections currently in place for 

financial and credit information, which are largely piecemeal and have lots 

of gaps. It is very difficult for any of us to maintain a complete picture of 

what financial institutions and credit agencies are doing with our financial 

and associated information. It is also impossible for us to take much action  

to prevent data breaches when our information is in the hands of banks, 

financial service providers, credit agencies, and associated businesses. 

However, as with all of our information, there are some steps we can take, 

both before providing financial data to businesses and with respect to con-

cerns about data breaches and errors in our financial records. Here are some 

good practices in relation to financial information that you may want to 

consider:
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	 +	 If a business asks you for sensitive information, including financial 

information and notably your social security number, ask them why 

they need the information. In some cases, you will find that they do 

not need the information or that they need only some of it.

	 +	 If you are concerned about credit fraud and identity theft (or if you 

have already been a victim), consider implementing a fraud alert 

and/or credit freeze as discussed in this chapter. In the case of a 

data breach of a financial institution that holds your records, the 

institution itself might offer to implement a credit freeze or fraud 

alert for affected customers.

	 +	 Regardless of specific concerns about identity theft, it is a good idea 

to regularly monitor your credit, including credit card statements, 

alerts issued by your credit providers, and annual checks of your 

credit report.

	 +	 Close any unused credit cards and financial accounts in your name 

if you are not planning on using them again.

	 +	 It can be a good idea to consider registering for a post office box to 

avoid sensitive documents waiting in your mailbox, where identity 

thieves could find them.

	 +	 Regularly check the Federal Trade Commission (FTC) and IRS 

websites for updates on concerns about consumer or financial fraud 

and tax fraud.

	 +	 If you are a victim of identity theft, you can create an identity theft 

report online with the FTC (https://www.identitytheft.gov/).

	 +	 If you suspect or know that you have been a victim of identity theft 

or fraud, take meticulous notes of all the steps you take to repair 

your credit, including when you speak to government departments 

like the FTC. This will help if you are asked to produce relevant 

information later in the process and, in particular, if the wrongdoer 

is ever apprehended and your testimony is needed in court.

	 +	 Use strong passwords and encryption on digital devices you use to 

access sensitive financial information. Change passwords regularly.

https://www.identitytheft.gov/
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	 +	 Make sure you lock your devices (computers, cell phones, tablets, 

etc.) when you are not using them, so that no one can obtain 

accidental access to your sensitive information.

	 +	 Be cautious about unsolicited emails from banks, credit companies, 

and financial institutions. If in doubt, call or email the business in 

question at an authentic contact number or address that you have 

obtained directly from their website. Do not rely on contact 

information in suspect emails.

	 +	 Make sure that the antivirus and antimalware software on your 

personal devices is up-to-date.

	 +	 Make sure you attempt to read and understand the privacy notices 

sent to you by your financial institution(s). If you have any con-

cerns, contact the institution via the contact details included in the 

notice. If you still have concerns, consult the guide released by the 

FTC (https://www.consumer.ftc.gov/articles/0222-privacy-choices- 

your-personal-financial-information).

	 +	 Some private companies offer credit monitoring and identity 

monitoring services. Further information about these services is 

available in a research brief from the Center for Victim Research 

(https://ncvc.dspacedirect.org/bitstream/item/1228/CVR%20

Research%20Syntheses_Identity%20Theft%20and%20Fraud_ 

Brief.pdf).

	 +	 Some private companies also offer identity theft insurance 

(although this is usually limited in coverage) and identity restora-

tion as well as reputation protection services. Some of these 

approaches are also outlined in the research brief from the Center 

for Victim Research cited above.

https://www.consumer.ftc.gov/articles/0222-privacy-choicesyour-personal-financial-information
https://www.consumer.ftc.gov/articles/0222-privacy-choicesyour-personal-financial-information
https://ncvc.dspacedirect.org/bitstream/item/1228/CVR%20Research%20Syntheses_Identity%20Theft%20and%20Fraud_Brief.pdf
https://ncvc.dspacedirect.org/bitstream/item/1228/CVR%20Research%20Syntheses_Identity%20Theft%20and%20Fraud_Brief.pdf
https://ncvc.dspacedirect.org/bitstream/item/1228/CVR%20Research%20Syntheses_Identity%20Theft%20and%20Fraud_Brief.pdf
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In January 2019, Robert Williams was arrested—accused of stealing almost 

$4,000 worth of watches—after facial recognition technology was used by 

the Detroit police to match surveillance footage to his driver’s license pho-

tograph. Several months later, the same technology wrongly identified 

Michael Oliver in a larceny case. The misidentifications were not necessarily 

surprising, as both Williams and Oliver are African American, and the tech-

nology in question was known to have a record of racial bias, often misiden-

tifying people of color, notably women.

Concerns about the use of facial recognition technologies have led a 

number of cities and states across the country to restrict the use of the tech-

nology to varying degrees. Some cities, like Portland, Oregon, have banned 

the use of this technology from all government and commercial use, while 

others have simply limited what can be done with the technology. Two of 

the latter, Detroit and New York, have limited the government’s use of facial 

recognition technology to police investigating various kinds of crime.

In June 2020, during the widespread Black Lives Matter protests after the 

killing of George Floyd by police officer Derek Chauvin, a number of corpo-

rations announced publicly that they would not sell, or would stop selling, 

facial recognition services and products to police departments. IBM, Ama-

zon, and Microsoft announced that they would refrain from selling these 

c h a p t e r  e l e v e n

Our Data and the Government

+	 The Fourth Amendment and due process

+	 Limitations on Fourth Amendment privacy protections

+	 Foreign Intelligence Surveillance Act

+	 Use of facial recognition technology in government investigations

+	 Mass surveillance by the government



180	 Our Data and the Government

services to police departments until there was appropriate federal regulation 

put in place to govern the use of the technology.

Of course, these announcements do not mean that those companies can-

not change their minds. They also do not mean that other companies will not 

sell services and products that seriously undermine personal privacy and 

security to the government. For example, the technology company Clearview 

AI boasts that it sells facial recognition technology to private industry and the 

government, and that its database contains well over three billion facial images 

that it has scraped from the internet, social media sites, and other sources.

There is an argument that scraping this information from the internet is 

not an infringement of anyone’s privacy because the information is publicly 

available, although this statement probably does not give many of us much 

comfort. As previous chapters have demonstrated, we have little control over 

what photographs and video of us appear online.

Throughout this book, we have talked about ways in which private com-

panies gather information about us and share it with others, often for a 

profit, without our consent. We have noted how few laws effectively protect 

our privacy against aggregation and sharing of our personal data, whether 

the data is shared with private companies for targeted marketing purposes, 

or with potential employers, educational institutions, health providers, or 

realtors. This chapter focuses more squarely on what happens when our per-

sonal information is shared with, or sought by, government agencies.

Obviously, police use of personal information has been a major concern 

of lawyers and legal scholars, especially when the technologies employed 

produce significant racial and gender biases. Personal information (facial 

recognition and other biometric information like fingerprints and DNA sam-

ples) is also used by U.S. Immigration and Customs Enforcement to track 

undocumented immigrants, by the FBI in investigating crime at the federal 

level, and by U.S. Customs and Border Protection, which has partnered with 

a number of airports and airlines to monitor passengers entering the coun-

try.1 The Department of Homeland Security has also planned to employ facial 

recognition technologies widely at airports across the country, without sig-

nificant vetting or any regulatory safeguards.2

A lot of this technology involves intelligent surveillance cameras  

that scan people’s faces at the border, in airports, and so on. There is an 
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argument, of course, that we have no expectation of privacy in public spaces, 

but there is also the question of what is done with that information. Does our 

understanding that we may not have privacy in public spaces (like airport 

terminals) extend to understanding how information from public surveil-

lance cameras may be used behind the scenes by various government 

departments?

This is the traditional “Big Brother is watching you” question translated 

into the digital age. The idea that government agents could be sitting behind 

computer screens matching your face or voice or retinal scan with that of a 

person suspected of a crime was once in the realm of science fiction. Now, 

there is a very real possibility that your personal biometric information is 

included in databases accessed by the government in investigating numer-

ous activities, and the major problem is that we have no comprehensive fed-

eral legislation to regulate how those technologies are used, and little under-

standing of how accurate those technologies may be.3

This chapter considers the limited protections that the U.S. Constitution, 

notably in the Fourth Amendment, gives us against government action, and 

the current debates about the need for greater protections. The main areas  

of the Constitution that give us some protection from government  

intrusion into our private lives are the First Amendment (which protects  

our freedoms of speech and association from government intrusion) and  

the Fourth Amendment (which protects us from unreasonable government 

THE PRIVACY ACT OF 1974

Despite its name, the federal Privacy Act of 1974 does very little to actually 

protect our privacy. This law only requires government agencies to publish 

information about their practices in relation to the collection, mainte-

nance, use, and dissemination of records about people maintained by the 

agency, and to correct mistakes in those records. It does not deal with the 

possibility of the government using information from private sources to 

investigate criminal activity, nor does it deal with information systems that 

are not maintained by a government agency.
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FACIAL RECOGNITION TECHNOLOGY AND  

THE PARADE OF HORRIBLES

In a New York Times article of May 14, 2019, Kate Conger, Richard Fausset, 

and Serge F. Kovaleski reported on a vote of 8–1 by San Francisco’s Board of 

Supervisors to ban the use by city agencies of a particular facial recogni-

tion tool that was being used by many police forces around the country. 

The article cites myriad concerns, including the potential for development 

of a Chinese-style surveillance state, the error rate of the technology, the 

secrecy with which government agencies often employ it, and the diffi-

culty, for individuals, of finding out whether they were misidentified 

through the use of an error-prone system. The reporters also noted a lack 

of standardized regulatory practices in relation to the use of the technol-

ogy, and concerns about placing too much discretion over its use in the 

hands of private companies and individual government departments with 

little or no meaningful oversight.

Facial recognition technology, as an aspect of general surveillance, also 

raises significant First Amendment concerns related to the constitutional 

rights to speak and associate with others free of government interference. 

If people are constantly being watched, or unsure whether they are being 

watched, the result is that they may be chilled from exercising their consti-

tutionally protected rights to gather and protest, among other activities. 

While the First Amendment is not specifically about privacy, it is about 

liberty—and, without privacy and autonomy from prying government eyes, 

it can be incredibly difficult to exercise constitutionally protected rights 

and freedoms without fear of retribution.

searches and seizures). Both provisions were obviously included in the Bill  

of Rights well before the advent of digital technology, and neither has  

been interpreted particularly consistently by the Supreme Court in  

recent years. In other words, there is still a lot of wiggle room for govern-

ment actors to intrude into your personal life, despite the constitutional 

protections.
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We will also look at current practices in government surveillance and 

laws that regulate, or to some extent arguably fail to regulate, those prac-

tices. Notably, in the wake of the 9/11 terrorist attacks in 2001, a number of 

federal laws were updated to allow for greater government surveillance not 

only of terror suspects, but of regular Americans going about their business. 

Some of the banking regulations we considered in chapter 10 were strength-

ened at the time, requiring more rigorous record keeping by banks about 

their customers and more robust reporting to the government of suspicious 

customers and/or transactions.

a  p r i m e r  o n  t h e  f o u r t h  a m e n d m e n t
In a New York Times op-ed in 2019, Professor Josephine Wolff clearly articu-

lated why our Fourth Amendment rights fail to give much comfort in a digi-

tally interconnected world:

At any given moment, I’m usually carrying at least three different devices 

that track my location: a phone, a laptop and a Garmin watch. I carry these 

by choice, of course, and am well aware that they track my location in a vari-

ety of ways, including GPS satellites, wireless access points and cellphone 

towers, so I don’t expect my location to be secret when I have them on me.

Mostly, that just seems like the way the world is today, but I also find it 

unsettling: I’m worried by the fact that I don’t expect my location to be pri-

vate, and I’m also worried about the question of what that means in a coun-

try where legal protections for our data are predicated on the notion of a 

“reasonable expectation of privacy.”4

Wolff points out that the Fourth Amendment relates to our reasonable 

expectations of privacy, but questions the extent to which any of us reason-

ably expect privacy in our daily activities to a significant extent in a digital 

world. She goes on to note that in the early part of the twentieth century, 

American courts (including the Supreme Court) slowly embraced Fourth 

Amendment protections even in some public settings, such as private con-

versations in a public phone booth, but then began to change course.

This course change happened in several ways. Wolff notes the rise of the 

“third-party doctrine” in Fourth Amendment law, which we touched  

on briefly in chapter 10 when dealing with financial information. The  

third-party doctrine fundamentally suggests that if a person hands over 
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information to a third party (like a telephone company or a bank or even a 

social media service), there is no reasonable expectation of privacy in that 

information. We look at that doctrine in a little more detail in the following 

discussion, but remember the Miller case in relation to bank records from 

chapter 10? That was the case in which the Supreme Court said that a bank 

customer did not have a reasonable expectation of privacy in bank account 

records because the bank created and maintained those records itself, as a 

third party. We saw that Congress remedied that situation in the banking 

context by enacting the Right to Financial Privacy Act, but that law is very 

specific to financial institutions. What about all those other third parties 

that develop or maintain records about us, like cell phone service providers 

and EZ Pass/tollway payment systems?

As communications and surveillance technologies became more devel-

oped and more prevalent, our reasonable expectations of privacy may be 

eroded in other ways, too. For example, in the days before telephoto camera 

lenses, a person may have had a reasonable expectation of privacy on the 

balcony of their tenth-floor apartment. That may no longer be the case once 

the technology is commonly available.

A deep dive into the intricacies of criminal procedure and associated 

legal rules is beyond the scope of this chapter. However, American courts 

have developed sophisticated rules related to expectations of privacy in a 

person’s home, garden, office, car, or other spaces to determine whether a 

police search complies with the Fourth Amendment and parallel state con-

stitutional requirements. Many of these rules have to do with the circum-

stances under which police need a warrant to search people or premises and 

to seize property relevant to a criminal investigation. There are also rules 

about how specific the warrant has to be in terms of what the police are 

allowed to search for.

For any constitutional law geeks reading this, the actual text of the 

Fourth Amendment reads:

The right of the people to be secure in their persons, houses, papers, and 

effects, against unreasonable searches and seizures, shall not be violated, 

and no Warrants shall issue, but upon probable cause, supported by Oath or 

affirmation, and particularly describing the place to be searched, and the 

persons or things to be seized.



185	 Our Data and the Government

From this language (even if you don’t love reading old-fashioned wording), 

you can immediately see why courts have focused so much on developing 

rules about how specific a warrant needs to be to justify particular investi-

gations. The Constitution itself requires a warrant to “particularly describe” 

what is to be searched and who or what can be seized. This was all well and 

good in 1791, when the amendment was added to the Bill of Rights (even then 

it was somewhat controversial), but how do you apply such an old-fashioned 

rule to twenty-first-century digital developments? Is a social media website 

a “place” that can be searched? What if it is password protected? Is there a 

reasonable expectation of privacy?

The word privacy does not appear in the Fourth Amendment, nor does 

the notion of a “reasonable expectation” of privacy. Those ideas have been 

read into the section by lawyers and courts. What happens in practice, when 

courts apply the Fourth Amendment to work out whether a particular gov-

ernment search is consistent with constitutional requirements, is that the 

judges ask whether the individual in question had an objectively reasonable 

expectation of privacy in the particular place or item.5 A person in a public 

restroom or a public fitting room probably expects (reasonably) not to be 

spied on by surveillance cameras. A person carrying a leather bag on a bus 

probably reasonably expects the contents of the bag to be free from prying 

eyes. On the other hand, a person who walks down the street toting a gun, 

or drives a car with a gun visible on the passenger seat, probably doesn’t have 

a reasonable expectation of privacy in relation to the weapon.

t h i r d - p a r t y  d o c t r i n e  a n d  c e l l  s i t e  
l o c at i o n  i n f o r m at i o n
Let’s turn back to the third-party doctrine for a moment. Remember, that’s 

the doctrine courts have developed to effectively say that Fourth Amend-

ment protections do not apply to personal data that is voluntarily in the 

hands of a third party—such as cell phone provider logs of what phone num-

bers you have called or texted. Sometimes Congress steps in and extends a 

privacy right to information that would otherwise not be protected because 

of the third-party doctrine. We saw in chapter 10 that the Right to  

Financial Privacy Act creates a Fourth Amendment–like privacy right in 

bank records.
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One of the more problematic areas of the third-party doctrine in recent 

years is related to cell phone location data, often called cell site location 

information. This data is obtained from cell phone service providers from 

cell sites (i.e., radio antennas that connect to cell phones to provide cover-

age). Prior to the widespread use of cell phones, it was generally assumed 

that individuals have a reasonable expectation of privacy in their physical 

movements. While the case law was not 100 percent consistent on this 

point, some rights to privacy were considered to exist in relation to records 

of places we go in the course of our lives.

Current law is a little unsettled about the extent to which newer tech-

nologies impact our reasonable expectations of privacy. For example, courts 

in the past have weighed in on the extent to which GPS satellite tracking of 

individuals counts as a Fourth Amendment “search” and, if so, whether 

tracking devices amount to an “unreasonable” search in particular circum-

stances. Tracking devices have been attached by police to criminal suspects’ 

vehicles to monitor their movements, and people convicted of certain crimes 

(e.g., some sex offenses) have been required to wear trackers on their bodies. 

American judges have varied in their views on how to apply Fourth Amend-

ment principles to these different contexts.

Enter the cell phone, which allows a person’s whereabouts over the 

course of a given period to be triangulated from the cell sites her phone pings, 

at least while she is carrying the phone. In other words, cell phones can be 

used very much like tracking devices, given the way the current system 

works. While courts have previously held that we do not have a reasonable 

expectation of privacy in records of, say, phone numbers that we have called 

or texted, because those records are maintained by the phone company with 

our knowledge and consent, a 2018 Supreme Court case said the same is not 

necessarily true of data about our location obtained from cell towers.

In United States v. Carpenter, the Court surprised a lot of people by saying 

that a suspect in a criminal investigation had a reasonable expectation of 

privacy in records of his movements over a period of time gathered through 

cell phone location data. The result of the case was that the third-party doc-

trine did not excuse the warrantless search, and the police should have 

obtained a warrant to comply with the due process requirements of the 

Fourth Amendment.
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However, the Carpenter decision is narrowly limited to the context of the 

case. In fact, in handing it down, Chief Justice Roberts noted specifically 

that the Carpenter decision was intended to be “a narrow one” and that the 

Court was not weighing in on other surveillance techniques or tools (like 

security cameras) or other business records that might reveal a person’s 

location.6 He also noted that the decision was not to be read as impacting 

location techniques involved in foreign affairs or national security.7 Quoting 

a mid-twentieth-century Supreme Court decision, he stated that when con-

sidering new innovations, the Supreme Court must tread carefully so as not 

to “embarrass the future.”8

m a s s  g o v e r n m e n t  s u r v e i l l a n c e
The Fourth Amendment definitely applies to police and other government 

agencies and departments investigating particular individuals. Government 

agencies are supposed to obtain a warrant for a search or seizure of places, 

persons, or property when a reasonable expectation of privacy exists. While 

government practices vary from context to context, and there is no doubt 

that illegal searches and seizures take place all the time in practice, we know 

how the Fourth Amendment is supposed to play out in these contexts.

What about a situation where the government (or a government depart-

ment) engages in general surveillance of the population when it is not inves-

tigating a particular crime or other regulated activity? As we move into a 

more digitally interconnected world, it is easier for governments to routinely 

spy on residents through technology like surveillance cameras, many of 

which now have built-in artificial intelligence that can take note of unusual 

patterns of behavior; and intelligence satellites, predominantly used by the 

military, that can record phone calls and other electronic communications.

i s  m a s s  g o v e r n m e n t  s u r v e i l l a n c e 
u n c o n s t i t u t i o n a l ?
Edward Snowden thought so. If you’ve followed the news over the past 

decade—or saw the movie Snowden (starring Joseph Gordon-Levitt) or read 

his memoir, Permanent Record—you’ll have some idea why. Snowden worked 

for the CIA and was subcontracted to the National Security Agency (NSA), 

where he discovered that the NSA, with the cooperation of various private 
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telecommunication companies, was engaging in mass surveillance of elec-

tronic communications without any kind of warrant. He leaked thousands 

of classified documents providing evidence of the surveillance and fled to 

Russia, where he is now a permanent resident. The U.S. Department of Jus-

tice has charged him with various crimes, including violations of the federal 

Espionage Act and theft of government property.

Meanwhile, a number of cases have made their way through American 

courts on the legality of the surveillance programs in question. In one case, 

Jewel v. NSA,9 on appeal to the Ninth District Court in California at the time 

of this writing,10 the pro bono Electronic Frontier Foundation (EFF) is pursu-

ing a class action against the NSA on behalf of a group of AT&T customers for 

infringements of their privacy rights under federal law, notably the Elec-

tronic Communications Privacy Act that we discussed in chapter 3. The 

lower court had initially dismissed the action because of concerns about 

disclosing government secrets in court. Snowden provided some testimony 

in the case.

Court of appeals judges in another case, United States v. Moalin,11 noted 

that the government surveillance in question was illegal, but the illegality 

did not affect the outcome of the underlying issue, which was the conviction 

of four Somali citizens on charges related to terrorist financing. The court 

held that the government may have violated the Fourth Amendment, and 

did violate the Foreign Intelligence Surveillance Act, when it collected 

metadata related to millions of Americans’ communications. However, the 

court held that, with respect to the Somali defendants, the role of the tele-

communications evidence was so insignificant that it did not affect the out-

come of the case.

What can we take from these cases? Well, we don’t know as yet if  

the government’s mass surveillance of telecommunications is unconstitu-

tional—despite, in some contexts, its infringing of specific provisions of  

particular federal laws like FISA and the Electronic Communications  

Privacy Act. Might it be possible to argue that no one really has a reasonable 

expectation of privacy in any telecommunications anymore, if we all know 

that the government is routinely spying on us?

Even if we have legal and constitutional rights to prevent the govern-

ment from spying on us, they can be notoriously difficult—and expensive—
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to pursue. The Jewel case may have proceeded only because the EFF coordi-

nated the legal action. Even with the EFF bringing the action, the case has 

been going on for over ten years. The case involving Somali terrorist financ-

ing took seven years. The prospect of lengthy and expensive litigation is a 

challenge the average person likely cannot overcome. In a review of its 2020 

efforts against mass surveillance, the EFF emphasized how long the cases 

take and how frustrating they can be, noting that the slow pace of the court 

battles “makes it clear that we need additional and real reform of the state 

secrets privilege as well as an overhaul of the NSA’s activities.”12

i s  g o v e r n m e n t  s u r v e i l l a n c e  a l l  b a d ?
While mass surveillance clearly raises privacy concerns and potentially 

forces us to rethink our entire concept of a “reasonable expectation of pri-

vacy,” there are obvious arguments in favor of some surveillance, even large-

scale surveillance. The obvious arguments have to do with national security. 

That is the reason the NSA records were used in the Moalin case described 

above: to prevent terrorist financing. In fact, the law that enables much of 

the government surveillance we have today, the Foreign Intelligence Sur-

veillance Act, was originally intended to allow for the investigation of for-

eign powers and foreign agents that may be a threat to the United States.

Another argument that might support large-scale government surveil-

lance is a deterrence argument: the idea that mass surveillance deters people 

from engaging in harmful and criminal activities. If people do not know 

when they are being watched, or if they assume they are being watched all 

the time, they are less likely to engage in dangerous or criminal behaviors, or 

so the argument goes. The more we know about what everyone is doing, the 

less likely people are to engage in criminal activities—and, conversely, the 

more likely the authorities are to catch criminals. Surveillance gives authori-

ties both evidence of the crime and identifying evidence of the criminal.

One of the major problems in considering the pros and cons of mass sur-

veillance is that there are no simple answers. The technology enables gov-

ernments (and businesses, as discussed in previous chapters) to do a lot of 

beneficial things, from preventing terrorism to more effective policing,  

to monitoring and controlling pandemics through contact tracing. On  

the other hand, the loss of privacy and autonomy is hard to fathom as mass 
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THE PATRIOT ACT

Much of the legal justification for mass government surveillance in the 

United States over the past few decades derives from laws passed in the 

wake of the 9/11 terror attacks in 2001. Under the George W. Bush adminis-

tration, a number of laws were updated to allow the government to take 

greater measures to surveil communications and transactions without 

specific consent or warrants. The legislative package known as the PATRIOT 

Act—formally, “Uniting and Strengthening America by Providing Appropri-

ate Tools Required to Intercept and Obstruct Terrorism (USA PATRIOT) Act of 

2001”—did a lot of things other than increasing the government’s surveil-

lance powers. It created a lot of new federal crimes related to terrorism and 

terrorism financing, as well as funds to assist victims of terrorism, and gave 

the government additional powers to track and seize money used by ter-

rorist organizations. However, it also increased the government’s ability to 

spy on regular Americans going about their daily business. There are obvi-

ously great benefits to laws that allow the government greater powers to 

investigate terrorism and pursue terrorist actors and those financing them, 

but the downside has been the loss of a significant amount of privacy, 

notably in relation to telecommunications.

surveillance becomes available on such a sophisticated scale. Additionally, 

First Amendment concerns may be implicated in terms of the freedom to 

assemble, protest, and simply speak in public, if all conduct is monitored by 

the government. There are no easy answers to these questions, and a perfect 

balance is not likely to be possible. The final chapter of this book considers 

concerns about the future of privacy and digital technology.

g o v e r n m e n t  s u r v e i l l a n c e  o u t s i d e  
t h e  u n i t e d  s tat e s
Of course, the United States is not the only country where government sur-

veillance has raised media and public concern, especially in relation to the 

protection of personal privacy and autonomy. For example, several years ago, 
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GOVERNMENT SURVEILL ANCE DURING A PANDEMIC

The COVID-19 pandemic has raised new concerns in relation to the use of 

government surveillance for contact tracing—tracking the spread of dis-

ease within the United States and entering from other countries. In April 

2020, the Congressional Research Service released a paper outlining the 

privacy concerns related to contact tracing (https://crsreports.congress 

.gov/product/pdf/LSB/LSB10449). According to this paper, in the early part 

of 2020 the federal government and some state and local governments 

had already started to gather geolocation data voluntarily provided by 

mobile communication companies in order to track community move-

ments during the pandemic. The idea was not necessarily to identify what 

individual people were doing, but rather to discern general community 

patterns of movement. The paper addressed Fourth Amendment concerns 

that could arise with telecommunication companies, and potentially other 

companies, reporting collective and individual movement data to the gov-

ernment, despite the likely beneficial aims.

As with the detection and prevention of terrorism, there are clearly 

benefits to preventing the spread of COVID-19, but there are associated pri-

vacy concerns. The Congressional Research Service noted that there may 

not in fact be a major Fourth Amendment problem with some of the activi-

ties in question because of the third-party exception to the Fourth Amend-

ment. To the extent that data was collected from third parties that had 

developed and maintained the relevant records—communication and 

internet companies—the third-party exception may well avoid a constitu-

tional argument that individual privacy rights were infringed.

The paper also discussed another legal guideline that can excuse war-

rantless surveillance, known as the “special needs” doctrine, which can 

arise in situations where public safety is implicated. The Supreme Court has 

noted that blanket searches in the absence of suspicions of actual wrong-

ful conduct may be justified under circumstances of a substantial and real 

risk to public safety. A pandemic may qualify as such a risk.

The public does not yet have a clear answer about what the govern-

ment may be doing in relation to contact tracing, in concert with private 

https://crsreports.congress.gov/product/pdf/LSB/LSB10449
https://crsreports.congress.gov/product/pdf/LSB/LSB10449
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the Chinese government equipped their police officers with facial-recognition 

sunglasses that operate in real time, matching faces against databases to iden-

tify criminal suspects and others the police believe to be acting suspiciously.13 

China has a long history of monitoring its people and limiting actions, and 

access to information, that oppose government policy.

From the earliest days of the popular internet, the Chinese government 

has implemented technology to control people’s access to government-

sanctioned websites. This censorship has long been colloquially known as 

the Great Firewall.14 While censorship does not necessarily invade privacy in 

and of itself, it can certainly impact individual autonomy when citizens 

cannot access different perspectives on topics of interest and importance. 

Additionally, China’s Great Firewall monitored people using the internet at 

the same time their access was limited.15 This monitoring was achieved 

through a combination of laws and technological filters.

In an article in Politico in late 2020, Yaqiu Wang, a researcher with Human 

Rights Watch, noted the long-term effects on Chinese society of the contin-

uous digital monitoring and surveillance of the population, suggesting that 

the generation that grew up with this surveillance has become more nation-

alistic and less tolerant of views opposing the government.

The United Kingdom has long held the record for the highest per capita 

number of closed-circuit television (CCTV) cameras in the world. In 2020, it 

was estimated that there were approximately 5.2 million CCTV cameras in 

the nation, which amounts to about one camera per thirteen people.16 Many 

of these cameras are installed by private individuals or businesses to monitor 

their property. A number are also used by local governments and can be 

companies or otherwise, and we may never know for sure. It is also unclear 

whether, and to what extent, any surveillance in this context is illegal or 

unconstitutional. Again, the same murky issues arise in the COVID-19 con-

text as for many other forms of government surveillance. It is difficult to 

know when and whether we are being spied on (and maybe we should sim-

ply assume a constant state of surveillance)—and, even if we did know, we 

might have very limited recourse to prevent unwanted surveillance.
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accessed in police investigations to identify suspects. Concerns have been 

raised periodically about the infringement of individual privacy and auton-

omy caused by the rise of these cameras, and many of the concerns have 

since been exacerbated, because the cameras can now incorporate facial 

recognition technology and be linked to massive databases. CCTV cameras 

are in use all over the world, but many of the debates have focused on the 

United Kingdom because of the prevalence of cameras there.

Legal regulation of CCTV cameras, especially those that are privately 

installed, have raised issues throughout the European Union. Cases have 

arisen questioning the extent to which certain uses of the cameras, and 

retention of video gathered by the cameras, may infringe provisions of the 

General Data Protection Regulation,17 the comprehensive privacy law imple-

mented throughout the European Union (discussed in chapter 8).

In the United States, CCTV cameras play a role in police investigations, 

along with private surveillance and security systems. In 2013, public  

surveillance camera footage played a significant role in the real-time  

identification and apprehension of the two suspects in the Boston Marathon 

bombing.18 Wherever in the world these technologies are used, they raise the 

same concerns: balancing the public good (e.g., aiding in the detection and 

prevention of crime) against the loss of individual privacy.

There is likely no perfect balance, and no one-size-fits-all solution to the 

question of how to protect privacy while also protecting the public against 

crime, terrorism, and other hazards (like public health crises). However, it is 

important for the public to be involved in policymaking discussions, which 

has not necessarily been the case in the past in many countries. Hopefully, 

books like this one will help make people aware of the costs and benefits of 

surveillance technologies and practices, and of laws that enable government 

and private use of these technologies.

p r i v a c y  t i p s  a n d  t r i c k s
For this chapter, it is inherently difficult to write any meaningful “tips and 

tricks”—other than to read the news and be aware of government policies 

and practices on surveillance, to the extent they are made available to the 

public. Good sources of information about government actions and practices 

that are likely to impact privacy are the Electronic Frontier Foundation 
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(https://www.eff.org) and the Electronic Privacy Information Center 

(https://epic.org).

Our final chapter will talk about privacy questions we may face in the 

future, both nationally and globally, as our world becomes increasingly dig-

itally connected.

https://www.eff.org
https://epic.org
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Welcome to the last chapter of the book. If you’ve read this far, you probably 

have a lot of mixed feelings about our data, in terms of who should have 

access to it, under what circumstances, and what kind of control we should 

have over it. You should also realize that there are no easy solutions to pri-

vacy concerns in the United States or elsewhere. Many U.S. laws, in particu-

lar, were crafted well before the rise of digital technology, and technological 

innovation easily outpaces the ability of Congress and the courts to address 

new privacy concerns.

Countries with more comprehensive data protection laws, like those of 

the European Union, may have some advantages in terms of data protection, 

although the downsides of heavily regulating collection of, use of, and 

access to large amounts of data can lead to problems as well. Many corpora-

tions and other organizations in EU countries have struggled to comply with 

provisions of the General Data Protection Regulation (GDPR) and/or have 

complained about costs of compliance. Where compliance with data privacy 

laws raises significant resource issues, often those costs are passed on to 

consumers in the form of higher prices for goods and services.

A major challenge when thinking about data protection regulation is the 

fact that the notion of “data” comprises so many different things, from con-

sumer information about past purchases and preferences, which can be used 

for targeted marketing, to the most sensitive health or genetic information, 

which may be used in employment and insurance decisions. Increasingly, 

unique identifying information can be used to compile digital dossiers about 

us, including faceprints (facial recognition technology), fingerprints, and 

even our DNA. In-home devices can collect data about our daily routines, 

the temperature of our houses, what shows we like to watch, and music we 

c h a p t e r  t w e l v e

Our Data into the Future
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like to listen to. Despite the advent of comprehensive data protection laws 

like the GDPR in the European Union, it is virtually impossible to craft a law 

that will adequately balance privacy protections against other interests in 

personal information and that will stand the test of time against technologi-

cal advances.

Does the complexity of crafting effective laws mean that it would make 

more sense to do away with the idea of data privacy altogether, and accept 

the arguably prophetic words of Sun Microsystems CEO Scott McNealy in 

1999—“You have zero privacy anyway. Get over it”?1

Maybe.

But the amount of ink spilled on privacy questions over the intervening 

years suggests that enough people worry enough about privacy to make it 

worth at least pursuing further debates about the importance of privacy in a 

digital world. If we didn’t care about our privacy, we wouldn’t have been so 

concerned about the Cambridge Analytica scandal or the Edward Snowden 

affair. We may not care much about whether Netflix or Amazon collects our 

consumer spending profiles and targets more directed ads to us, but we may 

care very much if we are denied health insurance because of a predisposition 

to an illness evidenced in a DNA test. I may not care if my Facebook friends 

know what TV shows and movies I like, while I fiercely guard the privacy of 

my children to protect them from online predators.

If we accept a need for privacy protection, we may also have to accept a 

need for a granular approach that directs particular protections to specific 

circumstances. And if a granular approach is desirable, maybe the U.S. posi-

tion is not as problematic as it is often portrayed to be. If privacy is protected 

on a sectoral basis—industry by industry and issue by issue—it may well be 

easier for Congress and the courts to respond to problems that predomi-

nantly affect, say, student information, financial information, or health 

information. On the other hand, a sectoral approach, like the one we have in 

the United States, may fail to acknowledge the need for privacy to be a more 

significant central concern for future lawmaking. Additionally, some trou-

blesome conduct might fall between the cracks of sectoral regulations.

Because the legal issues, large and small, are not likely to be resolved in 

the near future, and probably will never be addressed in a way that satisfies 

everyone or even a majority of people, the most that a book like this can 
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achieve is to make readers aware of the challenges in protecting their per-

sonal information and provide them with some tips for monitoring and con-

trolling their information to the extent possible. Some of the strategies set 

out at the chapter ends are common sense, but they may not be things 

enough of us think about as consistently as we might.

We all know we should protect our online passwords, we should use diffi-

cult-to-guess passwords, and we should read the contracts we accept, or at 

least pay attention to the wording of the clauses likely to be of greatest concern 

to us. But how many of us take a comprehensive approach to these practices? 

How many of us regularly check our bank statements and electronic health 

records to ensure their accuracy? How many of us have conversations with our 

children about the dangers of sharing personal information online, and follow 

up by monitoring what our children are doing online periodically?

In the United States, we have never had—and likely will never have—

strong legal privacy protections, but for those of us who care about protect-

ing our personal autonomy and privacy, there are steps we could take in a 

more organized way to ensure at least some control over our digital data. For 

those of us who have not thought much about protecting personal data, or 

who assume that it is not worth thinking about because privacy protection 

is a losing battle, maybe some of the tips and tricks in this book will be 

helpful.

It is clearly not possible to read every contract in detail or to monitor 

every second of what our children are doing online—or to even be fully 

aware of what we ourselves are doing online at every moment. Do we always 

remember to shut off our devices’ cameras and microphones when we’re not 

using them? But maybe this book will give you an idea of how to sort out the 

data issues you are most concerned about and the best ways to protect the 

data you care about the most.

The future will unquestionably bring even more technological innova-

tion, and this book has only scratched the surface of directions those inno-

vations may take. We will likely welcome more and more digital devices into 

our homes (including entertainment, educational, and healthcare devices). 

The police in China have sunglasses that can identify people’s faces by con-

necting to sophisticated facial recognition databases. How long before we all 

have that capacity?
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In 1998, author David Brin, in his groundbreaking book The Transparent 

Society, painted a picture of a future in which low-cost surveillance technol-

ogy and massive databases have eroded privacy rights and allowed people to 

know pretty much everything about everyone else. He suggested that social 

accountability could take the place of the need for legal regulation: maybe in 

a society where we can all read each other’s lives freely, we will all respect 

each other and hold each other accountable, without the need to legislate 

privacy. Many of us may harbor doubts that twenty-first-century society is 

capable of living up to those ideals. Calls for privacy regulation have cer-

tainly continued, if not increased, in recent years.

Whether the answer is that we need to know everything about each 

other or that we need to know less about each other, the best way for indi-

viduals to think about privacy is, at least for now, at an individual level. The 

best advice I can give is to do some of the things suggested in this book for 

monitoring personal information flows and to try to remain educated and 

vigilant, to the extent possible, about new technologies, business processes, 

and government programs that may threaten the privacy of information you 

care about.

There are no easy answers, but staying informed and keeping track of 

your data to the best of your abilities is probably the most effective way for-

ward if you’re not ready to “get over” the lack of privacy our modern world 

has created.
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